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Executive Summary

Organizations are increasingly being pressed to get more from their IT dollars. They have
growing data and decreasing budgets. In parallel they are being asked to increase productivity by
having faster servers, faster storage, and faster restore, VM boot, and recovery times. The
challenge of doing more with less is driving a move to the next generation of storage and backup
solutions that increase performance and functionality while decreasing costs. Pure Storage,
Veeam, and ExaGrid have formed an alliance around the goal of providing the modern data
center with more performance and functionality at a lower cost.

Goals and Objectives

Provide technical information about Pure Storage, Veeam Backup & Replication, and ExaGrid
backup storage appliances:

1. Five example use cases illustrating the value of combining all three products.

2. Describe configurations

3. Provide design guidance

Together, this information will enable readers to understand the key benefits of the joint solution
and how it delivers “Availability for the Always-On Enterprise”.

Audience

This paper is written for VMware, storage or backup administrators interested in understanding
how the combination of Pure Storage Flash, Veeam Backup & Replication, and ExaGrid backup
storage appliances combine fast, reliable and cost-effective primary storage along with the fast,
low-cost backups to shorten recovery times.
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Pure Storage is the leading all-flash enterprise array vendor, committed to enabling companies of all sizes
to transform their businesses with flash.

Built on 100% MLC flash, Pure Storage FlashArray //m delivers all-flash enterprise storage that is 10X faster,
more space and power efficient, more reliable, and infinitely simpler, and yet typically cost less than
traditional performance disk arrays.

Purity Storage FlashArray //m

Who knew that moving to all-flash storage could help reduce the cost of IT? PureStorage
FlashArray //m makes server and workload investments more productive, while also lowering
storage spend. With PureStorage FlashArray //m, organizations can dramatically reduce the
complexity of storage to make IT more agile and efficient, accelerating your journey to the cloud.

PureStorage FlashArray //m’s performance can also make your business smarter by unleashing the power
of real-time analytics, driving customer loyalty, and creating new, innovative customer experiences that
simply weren’t possible with disk. All by Transforming Your Storage with PureStorage FlashArray //m.

PureStorage FlashArray//m enables you to transform your data center, cloud, or entire business
with an affordable all-flash array capable of consolidating and accelerating all your key
applications.

/im10 /lm20 /Im50 /Im70

PureStorage FlashArray //m Specifications

Check out the entire FlashArray //m specifications in the below link.

https://www.purestorage.com/products/flash-array-m/hardware-tech-spec-flash-array.html
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Veeam Overview

Veeam® Backup & Replication™ provides fast, flexible, and reliable recovery of virtualized

applications and data. Veeam brings backup and replication together in a single solution with
award-winning support for VMware vSphere and Microsoft Hyper-V virtual environments. This
powerful, easy-to-use and affordable backup and Availability solution leverages virtualization,
storage, and cloud technologies to meet SLAs for recovery time and point objectives (RTPO™).

The demands on today’s enterprises — the need to access data and applications 24/7, no
patience for downtime or data loss and exponential data growth at 30-50% per year — are not
being met by traditional legacy backup tools. In fact, 82% of CIOs report a gap between the level
of availability legacy backup solutions provide and what end users demand.

Availability for the Always-On Enterprise

Veeam® bridges this gap by providing customers with a new kind of solution, an Availability
solution, delivering recovery time objectives (RTO) and recovery point objectives (RPO), or RTPO®
of < 15 minutes for ALL applications and data.

High-Speed Recovery
Rapid recovery of what you want, the way you want it

Veeam Backup & Replication delivers lightning-fast, reliable restore at your fingertips for entire
VMs, individual files and application items, giving you low recovery time objectives (RTOs) of <15
minutes.

* Restore entire VMs in minutes with Instant VM Recovery™
¢ Recover individual files effortlessly with Instant File-level Recovery

* Quickly and easily restore Microsoft Exchange items with Veeam Explorer™ for Microsoft
Exchange

* Recover Active Directory objects, entire containers, OUs and user accounts with Veeam
Explorer for Microsoft Active Directory

¢ Restore entire SharePoint sites; return deleted items back into production with Veeam
Explorer for Microsoft SharePoint

¢ Fast transaction-level recovery and point-in-time restore of Oracle databases with Veeam
Explorer for Oracle and SQL Server databases with Veeam Explorer for Microsoft SQL
Server
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Data Loss Avoidance
Low RPOs and streamlined disaster recovery

Veeam Backup & Replication provides streamlined disaster recovery and simple, secure offsite
backups, giving you the ability to achieve recovery point objectives (RPO) of < 15 minutes.

* Create backups from any storage

* 2-in-1: backup and replication™: In addition to backups, maintain image-based replicas either
onsite for high-availability or offsite for disaster recovery, and simplify replica failover and
failback with little to no business disruption

* Leverage fully-integrated cloud-based disaster recovery and fast and secure cloud
backup with Veeam Cloud Connect

e Simplify the management of your backup storage with Scale-out Backup Repository™
* Get backups and replicas off site up to 50x faster with built-in WAN acceleration
* Meet compliance requirements and archiving policies with native tape support

* Back up directly from file-based (NFS) primary storage using Veeam’s proprietary NFS client
with Direct NFS Access

Verified Recoverability

Guaranteed recovery of every file, application, or virtual server, any time

Veeam Backup & Replication automatically tests every vSphere and Hyper-V backup and replica,
every time. Have confidence that your files, applications and virtual servers can be restored when
needed.

* Verify the recoverability of every backup with SureBackup®.

* Test every restore point in every VM replica automatically with SureReplica.

Leveraged Data
Using backup data to create an exact copy of your production environment

Veeam Backup & Replication mitigates the risks associated with application deployment by
putting your backups and replicas to work in a production-like environment prior to any
production rollout.

¢ Create a Virtual Lab without provisioning additional resources to run your applications
from Veeam backups and replicas.

¢ Test or troubleshoot an application in one or more VMs from an On-Demand
Sandbox™ without affecting production workloads.

¢ Create complete, isolated copies of production from storage snapshots with On-Demand
Sandbox for Storage Snapshots
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Complete Visibility

Proactive monitoring and alerting of issues before operational impact

With Veeam Backup & Replication and Veeam ONE™, you can take control over your entire backup
and virtual environment. By utilizing all of the features and capabilities of Veeam’s backup and
virtualization technology, you can discover and be alerted to issues before they affect your Always-
On Business™.

Ensure protection, performance and availability with Veeam ONE through:

o 24x7 real-time monitoring and alerting: Notifies you of backup and performance
issues

o Resource optimization and configuration tracking: Evaluate infrastructure
performance and ensure existing configuration meets all known best practices

o Capacity planning and forecasting: Forecast resource usage and utilization trends
with “what if” modeling and resource overcommit tracking for your backup and
virtual infrastructures

o And MORE included in the NEW Veeam ONE vg!

Gain visibility into the Veeam backup infrastructure from inside Microsoft System
Center, Kaseya VSA and LabTech.

Get enterprise-level usability with a standalone console and Remote Office / Branch Office
(ROBO) enhancements

Scale your business with a distributed architecture and centralized management console.

Leverage deep VMware integrations with vCloud Director support and a vSphere Web Client
Plug-in.

ExaGrid Overview

Solving the Problems of Backup Permanently

ExaGrid’s disk-based backup systems help IT organizations solve two of the most pressing issues
they face today: how to protect and manage growing data and how to do so at a lower cost.
ExaGrid does so by ensuring that its solutions address four fundamental requirements:

provide the shortest possible backup window;

ensure a consistent backup window despite increasing data volumes;
make it quick and easy to restore or recover data; and

fix backup permanently.

Unique Architecture
ExaGrid’s award-winning scale-out architecture provides customers with a consistent backup

e mt recent backup in its fuI u.ndeuplicated for, enabling the fastest restores, offsite ape
ies, and instant re 2
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ExaGrid’s multiple appliance models can be combined into a “GRID” configuration of up to 2.4PB
raw capacity, allowing full backups of up to 1PB with a combined ingest rate of 200 TB/hr. The
appliances virtualize into one another when plugged into a switch so that multiple appliance
models can be mixed and matched into a single configuration. Each appliance includes the
appropriate amount of processor, memory, disk, and bandwidth for the data size, so as each
appliance is virtualized into the GRID, performance is maintained and backup times do not
increase as data is added. Once virtualized, they appear as a single pool of long-term capacity.
Capacity load balancing of all data across servers is automatic, and multiple GRID systems can be
combined for additional capacity. Even though data is load balanced, deduplication occurs across
the systems so that data migration does not cause a loss of effectiveness in deduplication.

This combination of capabilities in a turnkey appliance makes the ExaGrid system easy to install,
manage, and scale. ExaGrid’s architecture provides lifetime value and investment protection that
no other architecture can match.
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Adaptive Deduplication

ExaGrid writes backups directly to a disk landing zone, avoiding inline processing, ensuring the
highest possible backup performance resulting in the shortest backup window. “Adaptive”
deduplication performs deduplication and replication in parallel with backups while providing full
system resources to the backups for the shortest backup window. Available system cycles are
utilized to perform deduplication and offsite replication for an optimal recovery point at the
disaster recovery site. Once complete, the onsite data is protected and immediately available in
its full undeduplicated form for fast restores, VM Instant Recoveries and tape copies while the
offsite data is ready for disaster recovery.

Integration with Veeam Backup & Recovery
ExaGrid is the only deduplication appliance that runs the ExaGrid-Veeam Accelerated Data Mover. This
software component is Veeam software enabled to run on the ExaGrid appliance, providing:

¢ 30% faster backup and restore performance compared with CIFS transport

* 6xreduction in duration of Veeam synthetic full backups

¢ Acceleration of Veeam Backup Copy jobs used for extended retention

ExaGrid and Veeam can instantly recover a VMware virtual machine by running it directly from the ExaGrid
appliance in the event that the primary storage VM becomes unavailable. This is possible because of
ExaGrid’s “landing zone” — a high-speed cache on the ExaGrid appliance that retains the most recent
backups in complete form. Once the primary storage environment has been brought back to a working

state, the VM running on the ExaGrid appliance can then be migrated to primary storage for continued
operation.

System Requirements

The following requirements exist in order to use Veeam and ExaGrid technology integration with
the Pure Storage FlashArray:

¢ FlashArray 400 series or FlashArray//m

e Purity v4.1.1 (or higher)

¢ Veeam Backup & Replication v9.5 or later — Enterprise or Enterprise Plus version
¢ Optionally, Veeam Backup Enterprise Manager

e ExaGrid v4.8.0 or later
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Harnessing Veeam and ExaGrid Data Protection for PureStorage
FlashArray

Veeam Backup & Replication data protection software plus ExaGrid’s backup storage offers an
extensive feature set with rich controls and behaviors for protecting Modern Data Centers that
are using Pure Storage FlashArrays. The following section will outline the main features of this
combination through a set of use cases.
The following functions are typically required by Modern Data Centers:

1. Large numbers of concurrent, application aware, VM-consistent backups

2. Efficient long-term backup retention

3. Easily and regularly prove backups are recoverable

4. Instantly Recover a virtual machine

5. Recover granular, application-specific items directly from backups

The subsequent use cases are not an exhaustive description of all functions and features but
rather demonstrate some of the most common ones needed in today’s Modern Data Centers.
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Use Case 1: Scaling to a large numbers of concurrent, application aware, VM-consistent
backups

Modern data centers must be able to scale to meet customer, business and infrastructure
demands. Virtualization has enabled an unprecedented level of scale which in turn demands a
scale-out architecture across all key infrastructure components:

Scalable Primary Storage

Pure’s Evergreen Architecture was designed to fully support the scale out architecture for
future hardware. You can flexibly upgrade controller modules or add capacity. You can even
seamlessly scale out by mixing different sized flash modules within the same array. Only
purchasing what you need, at the best available density, avoids waste and reduces upgrade
costs as well as power, cooling and datacenter footprint consumption.

Scalable Data Protection

Veeam Backup & Replication scales out by instantiating sufficient Veeam Backup Proxy
Servers in the right infrastructure locations to ensure that application data can be moved to the
backup storage at sufficient rates and levels of concurrency to meet demanding backup
windows.

Scalable Backup Storage

ExaGrid scales out by allowing up to 25 appliances in a single GRID, each with its own CPU,
memory, network bandwidth and storage. As the volume of backup data grows, appliances
are added to the GRID, with the new appliance(s) resources used to keep the backup window
constant.

Typical scenario: Deployment of a new Enterprise Application

1. As part of deploying a new enterprise application, a new VMware ESXi host is
physically connected to the PureStorage FlashArray //m. New volumes can be
created on this PureStorage FlashArray //m which will be seen by all virtual machines
(VMs) connected to that VMware ESXi host or VMware ESXi host groups. This
host/host groups will be capable of supporting multiple VMs.
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2. Datastores can be created on PureStorage FlashArrays in one step on a specific host
or host group (clusters) using PureStorage web client plugin for the vsphere web
client as shown below.

are phere =lo]@ [I Actions - vmwE2261c176 Jocal
New Virtual Machine > Create Datastore ()
Navigator New vApp N ocal | Actions v I
<4 FlashArray % New Resource Pool... | Monitor Manage Relaty Datstore Name I
J 7] a8 #@ Deploy OVF Template... I
vmw 6226.c176.local Datastore Size
~ (5 0avC3.eng.local Connection » Type: ESXi 2 ‘ {TB ‘ - ]
w [[3Builds Maintenance Mode » Model: Supermicro Super
~ B acservers Power » Processor Type:  Intel(R) Xeon(R) CP{ lSelec:Pme Storage Amay I ]
. . pure -
[@ vmwB215.eng.local Certiicates , | Logical Processors: 12
{p acserver3 NICs 6 SelectHost/ Cluster
(5 acservert Storage » | VirtualMachines: 8
» [lgdim € Add Networking... » ghAcseners
v [ Stickles Add Diagnostic Partition State: Connected » dh Clustert 9
» [ ga-esx-125.4c125.00¢al Uptime: 5days
» E] qa-esduenglocal Host Profiles N ﬁ vmw4829.tc176.local L
» E] ga-esx5-1.eng.local Edit Default VM Compatibility... ga-esx-4u.eng.local
» a-esx5-2.eng local L
ﬂ k o Export System Logs...
» [ vmw4700.eng.local
» ﬂ w4829 tc176.local Reconfigure for vSphere HA 1-50f9 =
Assign License...
Pure Storage Protection Group (optional) [ Joined
» [ Settings Category Description
i Tin i meeais Joined  Protection Group Name
Move To =
@ Recent Tasks Tags & Custom Aftributes »
Task Name Add Permission... Initiator
Alarms >

Remove from Inventory

Disassociate Host

AllvCenter Operations Actions

All vRealize Orchestrator plugin Actions

Pure Starage

Update Manager Configure
Starage C: ion Health
Create FlashArray Snapshots
Update Host Protection

MyTasks v Tasks Filter v

3. The user can resize and gauge the performance of the datastore from within the
vsphere web client using PureStorage web client plugin. Datastores on PureStorage
FlashArray //m can also be backed up for shorter-term retention by creating array
based snapshots on PureStorage FlashArrays. Resizing a datastore can be
accomplished in one step using PureStorage web client plugin (as shown below) and
it is fast, efficient occupying very little space using PureStorage Data Reduction
technology.

vmware' vSphere Web Client  #: U | Administrator@englocal ~ | Help ~ |

B Actions - vmw6226-Pure\Vol1 ) Alarms X
Q Browse Files
P Register VM.

Manage  Related Objects | Pure Storage | [ A | New@ Acknow..

A Vware vSphere Web Client (Q
'vSphere Client Health Alarm

@ Refresh Capacity Information

B datastore1 - 7
increase Datastore Capaci £ vm -Pure\Vol X .
= Datastore Capacity. {TORE: vmw6226.-PureVol1 Resize Datastore ) 5.07TB 81% FULL

B datastore1 (1) -
B3 datastoret-25x5-2 Mount Datastore. 1 A qaesis-2englocal

B datastore2 Unmount Datastore. I DATA REDUCTION DATASTO 5.0TB 81% FuLL Host memory usage

it Sm—— ' | wn]

B esxdu-datastore1 e oo
! 8.2.10-1 DATA REDUCTION
B esrdu-datastore2 STORAGE

B esxdu-datastore3 | & Manage Storage Providers e we226_voL1

Configure Storage VO Control @© [ARRAY NAME: pure1
B esxdu-datastored - PURESTORAGE

Upgrade to VMFS-5
B esx4u-datastores o o 'VOLUME: VMW6226_VOL1
gos() Setiings. FLASHARRAY NAME: pure1
B puret-unt Move To. N
B VeeamBackup_SD'1 Rename. Current Size: 50TB  New Size: 10 B |-
B VeeamBackup_TC17 ¢
E3 VeeamBackup_TC17
3 VeeamBackup_TC17
B vmwa700-dst
B vmw4700-0S a Delete Datastore
B vmw429-DS1
B vmw4829-DS2

Add Permission.
Alarms

All vCenter Operations Actions »

All vRealize Orchestrator plugin Actions  »
Bvmw6226-datastored]

ure Storage Create Datastore
i Resize Datastore
Rename Datastore
J  Destroy Datastore
'

Configure Multipathing i
i

Target Status Create FlashArray Snapshot Queued For Stant Time Completion Time Server

Remove snapshot & TC176-EXCH Complete  Update Datastore Protection

tor 101282016 5:19:13 .. | 10/28/20165:19:17 .. QA-VC3.englocal
Rescan HBA B vmw4829.tc176.ocal Complete 10/2820165:12:23 .. | 10/28/20165:1224 .. QA-VC3.englocal
Rescan HBA @ vmws226 tc176.local Completed ENGWAdministrator 102872016 5:12:05... | 1012812016 5:12:06.. QA-VC3.eng.local
Remove snapshot & Tc176DC Completed ENGAdministrator 101282016 5:11:17 .. | 10/28/20165:11:18 .. QA-VC3.englocal
Release disk lease & TC176-EXCH Completed ENGAdministrator 101282016 5:10:32 .. | 10/28/20165:10:32... QA-VC3.englocal
Release disk lease & TC176-EXCH Completed ENGVAdministrator 10282016 5:10:32 .. | 10/28/20165:10:32 .. QA-VC3.englocal

Palasca dick laa B TC17R.EXCH Comniatad ENGBdminictratar 10PANN1R K021 10NBNN1RRNA1 | NAC analacal

My Tasks v Tasks Fiter v
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Because Veeam is already configured with the existing enterprise vCenter, Veeam
configuration is limited to modifying an existing Veeam job to add the new VMs. A
new, separate Veeam job could be created for the new VMs if the job’s schedule or
retention settings were different from existing jobs.

A new Veeam proxy server is provisioned on the new VMware host. The existing
Veeam Backup & Recovery server continues to do “command and control”, the new
Veeam proxy server moves the backups (and restores) from the new FlashArray //m
data stores to the ExaGrid site.

Because of the size and retention of this new enterprise application, an additional
ExaGrid EX32000E with backup storage capacity for 32TB of weekly full backup is
purchased and added to the existing ExaGrid site.
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Provision a new Veeam proxy server on the new VMware host. Note Veeam will automatically
choose VMware transport mode used during the movement of backup data, or, it can be
constrained based on virtualized infrastructure. Concurrent tasks limits depend on CPU and
memory configuration of the VM in which the proxy runs.

New YMware Proxy m

Server

=

L

| TC176-VEEAM3.tc1 76 local

Traffic Rules

Summary

Choose server for new backup proxy. You can only select between Microsoft Windows servers added to the managed servers
which are not proxies already.

Proxy description:

x| AddNew... |

\Veeam Backup Proxy server for new enterprise appliacation|

Transport mode:

|Automatic selection

Connected datastores:

|Automatic detection [recommended)

Max concurrent tasks:

[ =&

< Previous II Next > I

Frish |

Cancel I

Create new ExaGrid share, Veeam repository, and add it to Veeam scale-out repository
See Creating ExaGrid shares and Veeam Repositories above for a description of the steps to create a
Veeam share on the new ExaGrid appliance and adding it to the existing Veeam scale-out repository.

EXAGRID

£ ExaGrid
-] site: TC176H1
) TC176H1081: EX32000E
= [B site: TC17651
) TC1765P1081: EX32000E
B TC1765P1082: EX32000E
) TC1765P1083: EX32000E

Reports Manage Logout Help

- Deduplication Summary for Site : TC17651

y for Site : TC17651 ; . i
 Landing Space for Site : TC17651
[ =< Actual l % for Next Backup l Db
=@ Tc176s1 96,000.00 c&| [  os.0o0.00 GB Complete
8 rci7eseiosz|32,000.00 Go| | |2000.00G8|  Complete
8 rcizespioss|32,000.00 o | | |:200000GB|  Compiete
 Retention Space for Site : TC17651 |
Space
Seryes Tc | Shared| % Total Capacity | Over Capacity Status
=@ Tc76s: se610.2068(5,776.3368| 5% | [N | o::o56:c8 0.00 GB Complete
B Tci7espiop: [29,081.24GB1,717.30G8| 3% 30,798.54 GB | 0.00 GB Complete
B Tc176spi082|28,251.8068 254674 68| 3% 30798548 0.00G8)  Complete
1 . ExaGrid appliance 1 backup storage

Share | Ratio | Total Data | C: Size | Distinct Size
H TC176S1 Y 14- i 86,421.03 GB] 5,776.33 GB| 5,497.55 GB

ExaGrid appliance 2 backup storage

=8 Tc176sP1081

& TC176SP10B1EXT1 |

=8 Tc176sp1082

&4 TC176SP10B2EXT1 |

=8 Tc17espi083

Y12.52:1|

,875.62 GBl 1,660.80 GB

v1391:1 26,083 1
34,068.11 GB] 2,721.08 GB| 2,459.88 GB

ExaGrid appliance 3 backup storage

- TCl76591083E)<T1‘ 16.6: 1 26,269.09 GB] 1,582.79 GBI 1,376.87 GB |

o PURESTORAGE
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i
€ XA GRID Summary for Site : TC17651 Report Generated: ;

of ExaGrid

& B site: TCL76HL Landing Space for Site : TC17651
{5 TC176H10B1: EX32000E -

=[] site: TC17651 Sarvet : ailable o
{5 TC1765P10B1: EX32000E Actual % for Next Backup
) TC1765P1082: EX32000E =B Tci17est 96,000.00 GB SRS e

g TC176SP10B3: EX32000E

TC176SP10B2 | 32,000.00 GB 32,000.00 GB Complete

B tazeseroer 3200000 2| [T 20c000Ge)  complete

TC1765P10B3 | 32,000.00 GB 32,000.00 GB Complete

Retention Space for Site : TC176S1

Space
C d | Shared % Available Total Capacity | Over Capacity
4 E}E TC176S1 86,619.29 GB|5,776.33 GB 5%

Server

Status

92,395.62 GB 0.00 GB Complete

B Tci76spioB1|29,081.24 GB|1,717.30 GB 3o | [ | | :079854GB 0.00 GB Complete

9 TC176SP10B2 | 28,251.80 GB|2,546.74 GB 3% 30,798.54 GB 0.00 GB Complete

TC176SP10B3 | 29,286.25 GB | 1,512.29 GB 9%

30,798.54 GB 0.00 GB Complete

Deduplication Summary for Site : TC17651

Share ‘ icati Ratio|TotaI Backup Data I Compressed Size I Distinct Size
=B Tc176s1 | Vi496:1|  86421.03G8|  5776.33G8| 5,497.55GB
=8 Tc176spi081
& Tc1765P1081EXTI | Vi3e1:1| 260838268  1,875.62 68| 1,660.80 GB
=8 Tci7eseios2
& Tc1765P10826XT1 | Vi2s2:1]  340es1168] 272108 68| 2,450.88 GB
=8 Tc176spi083
& TC1765P1083EXT1 | Vies:1|  26260.00G8[  1,582.79 B[ 1,376.87 GB
Edit Scale-out BackupRepository K

Extents

— ! Add two or more extents (regular backup repositories) to this scale-out repository. Note that you will not be able to use added

§
{t extents as standalone repositones until you remove them from this scale-out repository.

o0
N Extants: P ExaGrid appliance 1 backup storage
IEEE— o ' Gl |
EiTCI?SSP1DB1EXT1 ExaGrid l 2 back t
e € TOI765P10B2ERTT xaGrid appliance 2 backup storage | .. - |
& TC1765P10B3EXT \
ST ExaGrid appliance 3 backup storage

Veeam chooses the extent —i.e. ExaGrid appliance
—to which backups from Pure Storage-backed VMs
are sent — scale out from end to end.

Click Advanced to modify additional scale-out backup repository options. Advanced I
< Previous | Next > Finish | Cancel |
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Add the new enterprise application VMs to an existing Veeam backup job. Because all the new VMs are
tagged in VMware, they can be easily added to an existing (or new) Veeam backup job:

Add Objects E3

Select objects: BHE @
= (& VMs and Tags
= [ 0AVC3.englocal
= & Enterpiize
= 4 NewEnterpriseépplication

|-*-v Type in an objact name to search for Ql

add | cancel |

Once these backups are running, further monitoring and reporting is available in Veeam’s Backup Enterprise
Manager:

2 veeam Backup Enterprise Manager - Internet Explorer

@ @ [ET] hetps:jjtc176-veeam! te176.Jocal:3443]Def auk. aspx?c=dashb O %) \5 [T] veeam Backup Enterprise Ma... % IE: T oA

File Edt View Favorites Tools Help

Sign out
Enterprise Plus edition s

DASHBOARD REPORTS JOBS VMS FILES ITEMS REQUESTS ¥ CONFIGURATION
Last 24 hours Last 7 days ) Refresh © Help
SUMMARY DATA LAST 7 DAYS STATUS
Backup servers 2 Processing speed 372 MB/s © Total job runs 42 Backups @ ok
Jobs 13 Source VMs size 1068 @ Ssucceeded jobs 36 Backup servers @ ok
VMs 17 Full backups 778 i, Warning jobs 3 Management server @ OK
Templates 0 Restore points 268 © Error Jobs 3 License @ ok

Backup Servers

10,000.00 M TC176-VEEAM1.1¢1 76 local

M TC176-VEEAM2.1c176 local
1,000.00

100.00

Throughput (MB/s)

10.00

1.00

9/15/2016 9/16/2016 9/17/2016 9/18/2016 9/19/2016 912012016 912172016

[Ptps:/ftc1 76-veeaml tc1 76, | © Veeam Software AG. All rights reserved. Send feedback to Veeam

And ExaGrid’s web-based GUI:

O purestornce \VEEAM EXAGRID
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:
EXAGRID | busupiicas

Completed Details for Site : TC17651

Display backup jobs that finished writing on: 26 Sep 2016 ‘ Apply
Name ‘ Size ‘ C letion Time | =
{3 TC176H10B1: EX32000E | Compl Time |
- [ Stte: TC17651 =B site: Tc17651
{8 TC1765P10B1: EX32000E =6 server: TC1765P10B1
glg;z:gigz gziggg: = b Share: TC176SP10B1SC1 (Veeam Backup & Replication™)
TC176SP10B1SC1 files from 25 Sep 2016 - 1 Oct 2016 UTC 185.68 GB
€3V ¥ Collection of 2 file(s) 20.16 GB| 26 Sep 02:05:08 V26 Sep 03:00:48
€3V ¥ Collection of 5 file(s)

71.32 GB| 26 Sep 00:07:13 V26 Sep 01:28:46

=6 server: Tc1765P108B2

= e Share: TC176SP10B25C1 (Veeam Backup & Replication™)

E TC176SP10B2SC1 files from 25 Sep 2016 - 1 Oct 2016 UTC 171.13 GB
€v ¥ Collection of 8 file(s) 85.51 GB|26 Sep 00:36:27 V26 Sep 12:47:12
=6 server: Tc1765P108B3
= e Share: TC176SP10B35C1 (Veeam Backup & Replication™)
E TC176SP10B3SC1 files from 25 Sep 2016 - 1 Oct 2016 UTC 40.25 GB
@' ¥ Collection of 2 file(s) 20.16 GB| 26 Sep 02:05:08 V26 Sep 03:00:43

O purestornce \VEEAM EXAGRID
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Use Case 2: Efficient long-term backup retention

Backup retention periods are increasing, not shrinking.

Since Veeam backup jobs include daily incremental backups in the count of restore points,
extended retention of weekly, monthly, quarterly or yearly backups is achieved using Veeam
Backup Copy jobs which include a Grandfather-Father-Son retention policy automatically
managed by Veeam.

The appropriate Veeam backup is copied to ExaGrid backup target storage and retained by
Veeam for an extended time period. ExaGrid’s deduplication significantly reduces the cost to
retain these backups for extended periods of time.

Here, a Veeam job with a domain controller and exchange server is copied for extended
retention, with 1 month of weekly backups, 12 months of monthly backups, and 1 year of yearly
backups managed and retained by Veeam and deduplicated on ExaGrid storage.

\ I Yirtual Machines
- £dd virtual machines to the job. Consider using containers [such as backup jobs, or infrastructure foldess) for dynamic selection
= ] scope. No matter how you choose to select YMs, the job wll always get VM data from the exsting backups files.
Job Obijects to process:
I | T Sac T e
BETCI76EXDC BackupJob 837.4 GB ‘
Hemove
Target
Do T Exclusions...
Source...
Schedule
Summary 4+ Up

+ Dovn

Recalculate I

Total size:
837.4 GB

<Previous | New> | mrin | cance |

O purestornce \VEEAM EXAGRID
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New Backup Copy Job [ X

Target
-w Specify the target backup repository, amount of most recent restore points to keep, and retention policy for full backups. You
= can use map backup functionalty to seed the backup files.
Job Backup repository:
Vitusl Machines IEefwlt Backup Repository [Created by Veeam Backup) LI
_ = 428.9GB free of 459.9 GB Map backup
Restore points to keep: |p 3:
Data Transfer
v X . .
Schedule Keep the following restore points for archival puposes
Weekly backup: = Sunday 22:00
S poackup: 4 = Sundey Schedue.. |
Monthly backup: |12 5: First Sunday of the month
Quarterly backup: Io 3: First Sunday of the quarter
Yeatly backup: ]2 E, First Sunday of the year
V' Read the entite restore point from source backup instead of synthesizing it from increments
Advanced settings include health check and compact schedule, notifications S dvanced
settings, and automated post-job activity options.
< Previous I | Next > I Finish I Cancel I
ExaGrid performs deduplication across all Veeam backups.
' Retention Space for Site : TC17651 /
VA
/ Retention Space T
S Available | Consumed | Shared % ilabl Total Capacity | Over Capacity Sl
EA TC176S51 86,619.29 GB|5,776.33 GB 5% 92,395.62 GB 0.00 GB Complete
9 TC176SP10B1 |29,081.24 GB|1,717.30 GB 3% 30,798.54 GB 0.00 GB Complete
TC176SP10B2 | 28,251.80 GB| 2,546.74 GB 3% 30,798.54 GB 0.00 GB Complete
TC176SP10B3 | 29,286.25 GB|1,512.29 GB 9% 30,798.54 GB 0.00 GB Complete
| Deduplication Summary for Site : TC17651
Share Deduplication Ratio Total Backup Data | Compressed Size Distinct Size
El TC17651 /14_95 214 86,421.03 GB 5,776.33 GB| 5,497.55 GB
28 Tc176spios1 Overall deduplication is 30:1
& TC1765P10BIEXT: | Y1391:1| 260838268  1,875.62G8| 16608068 —— because Veeam deduplicates
28 Tci7espios2 typically at 2:1
& TC1765P10B2EXT1 | Y1252:1| 340681168  2,721.08 GB| 2,459.88 GB
28 Tci7espioB3
& TC1765P10B3EXT1 | v166:1| 262690068  1,582.79 B[ 1,376.87 GB

Veeam total backup size after
performing 2:1 deduplication.

o PURESTORAGE

Requires significantly less storage to

retain for 16 weeks on ExaGrid
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Sign out

Enterprise Plus edition

DASHBOARD REPORTS ITEMS REQUESTS ﬁ CONFIGURATION

Backup server ALL v | Name l &9 Find ‘ & Restore Failover plan... =g Delete | View history 8 Export ‘
vMm Backup Server Job Name Restore Points Location Folder Path + | lLatest Success
TC176-W2K8-40 TC176-VEEAM1.tc176.00... TC176-VMW6226-W2K8 17 points SCALEOUT1 TC176-VMW6226-W2K8 9/26/2016 12:01:05 am A
TC176-W2K8-41 TC176-VEEAM1.1c176.10...  TC176-VMW6226-W2K8 17 points SCALEOUT1 TC176-VMW6226-W2K8 9/26/2016 12:01:01 am
TC176-W2K8-42 TC176-VEEAM1.1c176.l0...  TC176-VMW6226-W2K8 17 points SCALEOUT1 TC176-VMW6226-W2K8 9/26/2016 12:01:02 am
TC176-W2K8-43 TC176-VEEAM1.1c176.l0...  TC176-VMW6226-W2K8 17 points SCALEOUT1 TC176-VMW6226-W2K8 9/26/2016 12:01:01 am
TC176-W2K8-43 TC176-VEEAM1.1c176.00...  TC176-VMW6226-BCP 7 points SCALEOUT1 TC176-VMW6226-BCP 9/16/2016 12:04:08 am
TC176-W2K8-42 TC176-VEEAM1.1c176.10... TC176-VMW6226-BCP 7 points SCALEOUT1 TC176-VMW6226-BCP 9/16/2016 12:03:32 am
TC176-W2K8-41 TC176-VEEAM1.1c176.10...  TC176-VMW6226-BCP 7 points SCALEOUT1 TC176-VMW6226-BCP 9/16/2016 12:01:09 am
TC176-W2K8-40 TC176-VEEAM1.1c176.00...  TC176-VMW6226-BCP 7 points SCALEOUT1 TC176-VMW6226-BCP 9/16/2016 12:01:09 am
TC176-RH65-1 TC176-VEEAM1.1c176.00...  TC176-VMWA4829-RH65 7 points SCALEOUT1 TC176-VMWA4829-RH65 9/26/2016 02:00:54 am
TC176-RH65-2 TC176-VEEAM1.1c176.l0...  TC176-VMW4829-RH65 7 points SCALEOUT1 TC176-VMWA4829-RHE5 9/26/2016 02:00:54 am
TC176-5QLO8 TC176-VEEAM1.1c176.l0...  TC176-SQLO8 18 points SCALEOUT1 TC176-5QLO8 9/26/2016 12:31:17 am
TC176DC TC176-VEEAM1.1¢176.l0...  TC176-EXDC 15 points SCALEOUT1 TC176-EXDC 9/26/2016 12:03:47 am
TC176-EXCH TC176-VEEAM1.1c176.00... TC176-EXDC 15 points SCALEOUT1 TC176-EXDC 9/26/2016 12:04:20 am
TC176-RH65-2 TC176-VEEAM2.tc176.10... VMWA4829 1 point TC125H10B4 /home/VeeamUser/TC176VEEAM2/VMWA4829/ 8/30/2016 04:45:28 pm
TC176-W2K8-21 TC176-VEEAM2.1c176.10...  VMWA4829 1 point TC125H1084 /home/VeeamUser/TC176VEEAM2/VMW4829/ 8/30/2016 05:17:17 pm i
14 4 page ‘ 1 ‘nf1 L I /) Displaying items 1 - 21 of 21

Use Case 3: Easily & regularly prove backups are recoverable

Backups are only as good as their ability to recover data when it’s lost. Modern data centers
need to regularly test backups and often pass audits of critical backups. Veeam’s SureBackup
feature simplifies the setup of these backup tests and orchestrates the execution of the tests.

Veeam’s SureBackup creates an isolated application environment and stands up one or more
VMs in that environment, running the VMs from backups. The combination of Pure Storage,
Veeam and ExaGrid excels in the testing of backups because:

1. Veeam’s SureBackup makes setup and orchestration of the backup tests simple and easy.

2. ExaGrid’s landing zone allows booting the test VMs in seconds to minutes compared to other
deduplication appliance architectures. The landing zone is a high-speed disk cache of
recent backups in their full, undeduplicated form, eliminating the need to rehydrate backup
data during backup testing.

3. PureStorage FlashArrays provide high bandwidth and sub millisecond latency fast storage on
which Veeam keeps the changes being made while the VMs are running, eliminating a pinch
point from slowing down the backup testing and making the backup tests as real-world and
realistic as possible. The data on PureStorage Arrays has undergone pattern elimination,
deduplication and compression which is key to All FlashArray cost-effectiveness and flash
device longevity.

Here, a Veeam application group containing a Domain Controller and Exchange server is used to
test recent backups. By specifying VM Role(s), Veeam orchestrates appropriate testing of the
powered-on VM, including pings, DNS lookups, AD queries, e-mail operations, etc.

O purestornce \VEEAM EXAGRID
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Edit SureBackup Job [SURE-TC176-EXDC] B3

Application Group
CE Choose the application group for this job and verify that all required backups are available.

Name Application group:
TC176EXDC v

Virtual Lab I _I

_ Created by TC176%\admmnistrator at 9/1372016 1:40 P,
Linked Jobs Application group info:
_ M | Role | Source | Source Status

Settings TC176DC  DNS Setver; Domain Controller:; Global Catalog  Backup  OK (less than a day ago
TC176-EXCH  Mail Server Backup  OK [less than a day ago

Schedule

Summary
Kl | 2

[V Keep the application group running after the job completes

This option enables performing additional manual verification, or user-directed application item
recovery for vitual machines in this application group.

<Previous [[ News | Fiish | cancel

Results can be delivered using SNMP or e-mail as input to auditing processes:

Edit SureBackup Job [SURE-TC176-EXDC] E3
Settings

CE Choose DR verification job settings.
Name “Job results

. Job session results are saved in SureBackup job session history. |n addition, you can configure
Wirtual Lab email and SNMP notifications.
Applcation Group ™ Send SNMP trap

™ Send email notifications to the following recipients:
Linked Jobs l
Backup file integnty check -

Schedule B

™ Vakdate entire virtual disk contents (detects slent data comuption)

Summary V¥ | Skip walidation for appication aroup Vs

< Previous || Next > I Finish Cancel
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Veeam orchestration of the backup tests:

Edit SureBackup Job [SURE-TC176-EXDC] [ X]

Schedule
CE Specify scheduling settings if you want this SureBackup job to run periodically in an automated fashion.

Name V' Run the job automatically
Virtual Lab C Dalyatthistime:  [I000PM = [Evewday | Ll
A ppeoation Gioup C Monthly atthistime:  [ID0OPM = [Fowth | [Satwday =] Monts. |
T & After this job: | TC176-EXDC (Created by TC176\administrator at 3/13/2016 1:24 |
Settings -\Wait for backup jobs

_ IV 1f some linked backup jobs are still running, wait for up to: 180 = minutes
Summary

<Previous [[ News | Finish Cancel
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SureBackup test results allow quick assessment of backup health:

TC176EXDC Session 9/13/2016 1:44:45 PM

WM status:
Name | Status | Heattbeat | Ping |_Seiipt | Verification |
E'I_TEH 760C Success Success Success Success Disabled
f: TC176-EXCH Success Success Success Success Disabled
Session log:
Message | Duration| 4|
() Getting virtual lab configuration
() Starting virtual lab routing engne 0.00:43
() TC176DC - Publishing 0.00:13
(2 TC176DC - Reconfiguring 0:00:
(2 TC178DC - Registering 0:00:04
() TC178DC - Configuring DT 0:01:14
() TC178DC - Powerting on 0.05:16
() TC176DC - Heantbeat test 0.00:01
(2 TC176DC - Running ping test(s) 0:0015
(2 TC178DC - Application initialization 0:02:00
() TC176DC - Running test scripts
() TC178-EXCH - Publishing 0:00:20
() TC176-EXCH - Reconfiguring
(2 TC176-EXCH - Registering 0:00:05
(2 TC176-EXCH - Powering on 0:03:40
() TC176-EXCH - Heartbeat test 0:00:01
() TC178-EXCH - Running ping test(s) 0:00:15
() TC176-EXCH - Application initialization 0:02:00
(2 TC176-EXCH - Running test scripts
(2 TC176-EXCH - Powering off 0:00:08
0 TC176-EXCH - Unregistering
() TC178-EXCH - Cleaning up redo logs 0:00:03
 TC176.EXCH - Unpublishing 0.00.05
(2 TC176DC - Powering off 0:00:01
(2 TC176DC - Unregistering
() TC178DC - Cleaning up redo logs 0:00:01
() TC176DC - Unpublishing 0:00:05 _ |
() Stopping vittual lab routing engine
(2 Job finished |
Stop Session I
i

O purestornce \VEEAM EXAGRID
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Use Case 4: Instantly Recovering a Virtual Machine

RTOs of applications in modern data centers need to be as short as possible. The hours it can
take to fully restore a multi-TB VM is unacceptable. Using Veeam’s Instant VM Recovery in
conjunction with ExaGrid’s landing zone and Pure Storage’s FlashArray high performance
storage allows a VM to be booted from a backup in seconds to minutes.

ExaGrid’s landing zone architecture keeps recent backups on disk in their native form for fastest
access and restore speeds. During the Veeam Instant VM Recovery, there is no need to
rehydrate deduplicated backups since they are available directly in the landing zone of each
ExaGrid appliance.

During Veeam Instant VM Recovery operations, Veeam redirects writes being done to the
booting/running VM to PureStorage FlashArray //m storage. The high performance and low
latency of the PureStorage FlashArray ensures no storage bottleneck while the VM is
booting/running.

Once booted, the VM is typically migrated to production storage. ExaGrid’s landing zone
facilitates high-bandwidth data transfers through Veeam to high-performance production Pure
Storage FlashArrays, assuring the restore to production environment completes as quickly as
possible.

Here, a production Active Directory server is booted from a recent backup:

VEEAM BACKUP AND REPLICATION

BACKUP

=] B Ao D A x
B s = &

Instant VM Entire VM Guest Application Restore Delete
Recovery VM Files ~ Files~ Items~ toAzure from Disk

vPower Restore Actions

BACKUP & REPLICATION Q Type in an object name to search for

4 Jobs JOB NAME 4 CREATION TIME RESTORE POINTS REPOSITORY PLATFORM
{E‘E Backup 4 2 TC176-EXDC 9/13/2016 1:26 PM SCALEOUTL VMware
@ SureBackup @ TC1‘IGD‘WW2M§ 12:04 AM []
§é Backup Copy (jd TC176-E[ 0/2016 12:04 AM 9
4 FL: Backups > & Tcar6-5qL| ) Restore entire V... 11/2016 10:24 AM SCALEOUTL Viware
& Disk b TCLIG-YMY ) Restore v fies... 0/2016 1:23 PM SCALEOUTL ViMware
Y Disk (copy) > % TCII6-VMY A% Restore VM hard disks... /2016 3:35 PM SCALEOUTL VMware
4 [ Last24 hours P Restore quest files >
E; Running (1) A1 Restore application items »
Q Su'ocess A Restore to Microsoft Azure....
s Failed
5y Delete from disk
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Instant Recovery IE

Restore Point

=> Choose restore point you wart to recover the selected vitual machine to.
E==
Virtual Machine YM name: TC176DC Onginal host  QA-YC3.eng.local
Recovery Mode Available restore ponts:
Created [ Type |
Restore Reason €5 less than a day ago (12:04 AM Tuesday 9/20/2016) Increment
“) 1 day ago [12:04 Al onday ) ncrement
514 (12:04 AM Monday 9/19/2016) !
Readyto Apply (5 2 days ago (1204 AM Sunday 9/18/2016) Increment
A (5 3days ago (1201 &M Saturday 9/17/2016) Ful
ECOVENY = ’
(%) 4 days ago (4:22 PM Friday 9/16/2016) Increment
*) 4 days ago (1201 AM Friday 9/16/2016) Inctement
=
G 5 days ago (1201 AM Thursday 9/15/2016) Increment
(5 6 days ago (1201 AM Wednesday 9/14/2018) Increment
(5 7 days ago (1:26 PM Tuesday 9/13/2016) Ful
< Previous | ,TI Finish I Cancel I

Destination
— Choose ESX server to un the recovered vitual machine on. You can choose to power on VM automatically, unless you need to
E= adust VM settings frst (such as change VM network).

Virtual Machine Host:
vmwb226.tc176.local Choose...
Restore Point l —‘l
WM folder:

Recovery Mode Jvm Choose... I
OSSN .oy name

Datastore ITU 760C

Resouce pool: Resources

Restore Reason W

Ready to Apply

Recovery

cPrevious |[ New> | Frien Cancel
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If the Veeam vPower NFS server is not using PureStorage FlashArray storage for virtual disk

changes, one can be specified here:

Instant Recovery m

Datastore
— By defaul, vitual disk changes of recovered VM are stored on vPower NFS server. You can redirect these changes to a
E= different datastore. This improves 170 performance, but prevents Storage YMotion on vSphere vessions prior to vSphere 5.0

Virtual Machine IV Rediect vitual disk updates
Restore Point Diiatiors:
|vrnv£228-PureVol1

Recovery Mode Datastore info

Destination Capacity: 4078
ICEECE [ freeseecs SR2368

Restore Reason

Ready to Apply

Recovery

<Previous | Newt> | min |

Cancel I

The VM is booted from the backup, changes redirected to PureStorage FlashArray, and a migration

operation can be initiated in the infrastructure to production storage.

quickly.

O purestornce \VEEAM EXAGRID

Total RTO — Recovery Time Objective (RTO) is targeted duration of time and a service level
within which a running Virtual Machine can be restored from a backup. Total RTO can be drastically
reduced due to ExaGrid’s Landing Zone architecture and Pure Storage high performance FlashArray
storage where all the migration takes place with sub millisecond latency and all the VMs can be restored
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Use

Case 5: Recovering granular, application-specific items directly from backups

In additional to InstantVM recovery, Veeam provides a comprehensive set of application item recovery
mechanisms, allowing the following granular recovery from VM backups without requiring the delay in
restoring an entire VM’s data or a full VM boot:

Files

AD Users, Groups, etc.

MS SQL databases, tables, etc.
Oracle databases, tables, etc.
Exchange e-mails

ExaGrid’s landing zone provides the fastest access to backup data, eliminating the need to rehydrate
deduplicated backups. As a result, Veeam application item recovery operations such as browsing as well
as actual application item restores meet modern data center RTOs.

Using Veeam’s Enterprise Manager, these application item restores can be requested directly by users,

with

access fully controlled by Veeam, freeing up IT staff time for other tasks.

Veeam allows a rich set of restore options:

JOB NAME 4 CREATION TIME RESTORE POINTS
4 & TCI76-EXDC 9/13/2016 1:26 PM
E:l TC176DC 9/22/2016 12:04 AM 1
Ej TC1T6-Er-CLL 002272016 12:03 AM 1
2 Tcurs-squ| b Instant VM recovery.. 11/2016 10:24 AM
> TCI76-VMY = Restore entire YM... 0/2016 1:23 PM
> 2 TCIT6-VMY (3] Restore M files. . /2016 3:35 PM
T3 Restore yM hard disks. ..
™ Restore quest files »
|? ' Restore application ikems » | i) Microsoft Exchange mailbox items..,
A Restore to Microsoft Azure. ..
Ey  Delete from disk

O purestornce \VEEAM EXAGRID

28



Application items can be pulled from any retained backup:

Microsoft Exchange Item Level Restore

S Restore Point
Choose the restore point you want to restore from.
L7

PREEEF  VMname:  TC176-EXCH Oiiginal host:  QA-VC3. eng.local

VM size:  700.0 GB

Reason

Summary Available restore points:
Created | Type |
6 less than a day ago (12:03 AM Thursday 9/22/2016) Increment
@ 1 day ago (12:04 &AM Wednesday 9/21/2016) Increment
(%5 2 days ago (12:04 AM Tuesday 9/20/2016) Increment
Q')‘ 3 days ago (12:04 AM Monday 9/19/2016) Increment
(5 4 days ago (12:03 AM Sunday 9/18/2016) Increment
(5 5 days ago (12:01 AM Saturday 9/17/2016) Full
Q’)‘ 5 days ago (4:22 PM Friday 9/1672016) Increment
@ 6 days ago (12:01 AM Friday 9/16/2016) Increment
Q')‘ 7 days ago (12:01 AM Thursday 9/15/2016) Increment
(5 8 days ago (12:01 AM Wednesday 9/14/2016) Increment
(5 8 days ago (1:26 PM Tuesday 9/13/2016) Full

< Previous I | Next > I Finish I Cancel I

Individual e-mails from a user’s inbox or folders can be saved to a variety of locations. “Advanced Find”
allows the definition of search criteria to refine results.

/= veeam Backup Enterprise Manager - Internet Explorer
cmcat_se O|%| & = Veeam Backup Enterprise Ma... X | I
VEEAM EXPLORER FOR MICROSOFT EXCHANGE
mems
B B B @Ej
GH &3 Sg §
Restore Export Save  Send
Items ¥ Items ¥ Items ¥ Items ¥
Restore
MAILBOX STORES Find Rems that match these criteria:
- Start
Typeinvy 4 TmAlStores | ;I
4 £, Maibox Database 0560879360.edb =l [ Reset
55 Administrator
b & i Define search crieria
| » 55 Healthialbox2d72ff 425551 462c62b13d3445112254
BROWS ) Category: Field: Condition: Value:
» i [ Fetds =] [Assistant’s name =] [irexacty = Add To List
Restore 55 In-Place Archi
> & This folder contains a large number of mail items. Click here to view all items.
» EE In-Place Archive - HealthMailbox768c25b0689043629eb2¢
» 75 In-Place Archi 1 1 A0 Fom To <3 Bec Subject Received
i
» f”lﬂm‘ Exchange = TC1e wame o A an v ST 9/8/2016 12:58 AM
> n: Mcrosoft Exchange 1 pucy ample 9/8/2016 12:58 AM
LA RANrosof: Exhonos Morsn " = 11 5 SavetoDesktop Ihole use 9/8/2016 12:58 AM
D LA 1228 = Tct 5B saveto.msgfie... I small 9812016 12:55 A
4= ¥ .
e ; - = TEL B send to 774F6332-LGUD00000@AC176.local pabad lecone) EO )
& = T i th write yes call 9/8/2016 12:58 AM
» 74637 ¥ sendto..,
& ¢ = LS real 9/8/2016 12:58 AM
b eI Plac Acive - sk Se1 S5 cotodenie 1e1 S Exportto Desktonl? foce-49ds 22 o ofsj2016 12:58 A
> Einlace rchive xa”maboxcseasas”?aMMfzeem. = 11 B Exportto peten e T
: de 2-951467F742¢0)
: T TCI76-EXCH 774F6332-LGLDO000D = o R s B fo e there atzoie 12:56 A
R Ee = TCU [ BE pestoraton: te sudden why 9/8/2016 12:58 AM
X = TCITEER.. TCI76-ERCH 7737633, TCI76ER.. ident said had 9/5/2016 12:58 AM
> Il Conflicts = TCL76-Ex... TC176-EXCH 774F633.. TCL76-EX... lady 9/8j2016 12:58 AM
PIBHCoctets = TC176-EXCH 774F633... TCI76-EX.. more dstant 9/8/2016 12:58 AM
2 !'e Deleted Items TC176-EXCH 774F633... TC176-EX... gold i his side 9/8/2016 12:56 AM
DL Drafts R = TC176-EXCH 774F633... TCI76-EX... weight with 9182016 12:58 AM
L - TC176-EXCH 774F633... TC176-EX... want said 9/8/2016 12:58 AM
> EF o > = TC176-EXCH 774F633... TCI76€X... your travel 9/8/2016 12:58 AM
» [ Pk pesesde8s = TC176-EXCH 774F633... TCI76-6X.. blow down 9/8/2016 12:58 AM
P Foc TC176-EXCH 774F633... TCI76:€X... left though had 9/8/2016 12:56 AM
X ? R TS ST = TC176-Ex... TC176-EXCH 774F633.. TC176-€x... saw hear 9/8j2016 12:58 AM
> i Inbox TCI76.EX.. TC176-EXCH 774F633... their point 9/8/2016 12:56 AM
4] ;‘:'* 0] | = TCI76:€X... TC176-EXCH 774F633... some but 94812016 12:58 AM
P~ Junk Emal = TC176€ TCI76-EXCH 774F633... that 9812016 12:58 AM
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Granular item restoration can be extended using Veeam’s Enterprise Manager, including self-serve requests:

Backup Enterprise Manager - Internet Explorer

(€6 [ htepsijeci76-veeam1 ket 76 docalis443{Defaut. aspx pj@ @ Veeam Backup Enterprise Ma... % |!

File Edit View Favorites Tools Help

Enterprise Plus edition

Showing TC176-EXCH as of earlier today. You can select an earlier date, or pick a different VM

BROWSE = SEARCH

Restore point 10/25/2016 12:01:24 am

@ ) Classic .NET AppPool

@) Default
@ Default User
@ Public

@ Windows

-\
@] SRECYCLE BIN

O[5 CDFdatal
@ 001Gh
@ 002Gb
@ 003Gb
@7 004Gb
@17 005Gb
@7 006Gb
@7007Gb
@17 008Gb
@ 009Gh
@1010Gb
@r7011Gb
@17012Gb
@17013Gb

<

T Restore|~ || [ Download || [ZF Add to restore list

I~ Name Date Modified
D Categories.TXT 2/8/2006 01:21:56 pm
D CustomerCustomerDemo.TXT 3/13/2006 10:49:38 am
[ customerDemographics.TXT 2/8/2006 01:23:25 pm
D Customers.TXT 2/8/2006 01:23:15 pm
(] Employees.TXT 2/8/2006 01:21:15 pm
[} EmployeeTerritories.TXT 3/13/2006 10:49:44 am
[ order Details.TXT 2/8/2006 01:24:47 pm
[ ordersTx 2/8/2006 01:24:40 pm
[ Products.TXT 2/8/2006 01:23:44 pm
[ Region.TXT 2/8/2006 01:21:43 pm

v [ shippersTxT 2/8/2006 01:21:29 pm
14 4 page 1 oft » Pl & Displaying1-130f13

Size

60.4 MB

5.1MB

46MB

30.1 MB

119.8 MB

5.1 MB

9.9MB

323MB

17.4MB

7.7MB

9.6 MB

© Veeam Software AG. All rights reserved. Send feedback to Veeam

Owner

Administrators
Administrators
Administrators
Administrators
Administrators
Administrators
Administrators
Administrators
Administrators
Administrators

Administrators

Search...

Sign out

v

View history
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Deployment

The deployments of the PureStorage FlashArray, Veeam Backup & Replication, and ExaGrid all
go from box to running in minutes to hours.

* PureStorage FlashArray//m20 has been deployed with ISCSI connections to the top of the rack
switch. There are four 10 Gb NICs which are used in active-active configuration in the front end of
PureStorage FlashArray//m20. All the 4 physical ISCSI connections are connected to the four 10Gb
ports on the top of rack switch. There are 2 active-active controllers processing data. The
performance for PureStorage FlashArray //m10 is about 100,000 IOPS and 3GB/s bandwidth at
32KB block size with sub millisecond latency for 100% Read workload.

* Veeam Backup & Replication deploys (generally) on VMs, with a backup server first, then additional
backup proxy servers added based on size of environment and access to primary storage.

e After rack mounting, ExaGrid appliances are initialized via a standard web browser, joined together
in a scale-out GRID, and provisioned with at least one Veeam share per appliance.

* A Veeam Backup Repository is configured for each ExaGrid appliance/share, and then these Veeam
repositories are combined into a “Scale-Out Backup Repository” — SOBR.

* Veeam jobs are created or changed to use the scale-out repository, providing Veeam access to all
ExaGrid appliances/shares.

*  When Veeam jobs run, Veeam selects which ExaGrid appliance receives the individual per-VM
backups. This “scale out everywhere” provides flexibility and efficiency for future growth. As VMs
grow, new VMs are added, and ExaGrid storage is expanded, there is virtually no Veeam
configuration re-work required.

The following sections contain key concepts and screen shots of typical deployment steps.
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PureStorage FlashArray & Hypervisor Configuration

Configure PureStorage FlashArray volumes following best practices for the hypervisor in use. The
following parameters need to be set as part of the best practices guide on the ESX hypervisor.

VMware Native Multipathing Plugin: Round Robin path selection policy (PSP) must be used

1.

on all hosts connected to the array.
Set 10 Operation Limit to 1

2.1 Round Robin can also be set on a per-device, per-host basis using the vSphere
Web Client. The procedure to setup Round Robin policy for a Pure Storage
volume is shown in the below figure. Note that this does not set the IO Operation

phere e 8 &
4 vCenter » © X [J 10212320 Actions ~ =
@ Hosts B0 | Geting started  Summary  Monor | Manage | Related Objects
1 ( r y .
ﬂ 10212311 | Settings Nevem Alarm Definitions | Tags | Permissions
@ 10212321 “ Storage Devices
@ 10212322 Storage Adapters ~ ;
7N 8= G- Q Fitter -
Name Type Capacity Oparatica Hasdwate Ace Dtive Ty. Tisagpes
M PURE Fibre Channel Disk.. disk 200 ASached Suppored  SSD  FibreC..
Local HGST Disk (naa 50 disk 109 Amached  Unknown Non-S..  Parallel
Local OP Enclosure Sve D ent ARached  Not suppor Non-S8 Parallel
PURE Fiore Channel Disk.. disk 200 .. Asached  Supporied $S0 Fiore C
Device Details
Properties = Paths
E 10.21.23.20 - Ecit Multipathing Polictes for n2a.62429370753d69(e46db3 184000 10001 (?)
Path selection policy: el Disk
| Round Robin (VMware) }_ d63704600312400010001)
69fed6db318600010001
Esinaa 62429370753d691e4600312d00010001
5:L1 ¢ A 4 )¢
T4 L1 o A LER 43¢
1 o A H EX
¢ A 4 43
o A 4 4af
T4L o A 1 439
oK || cancar |
Lok ][ concer | e ——
» Path Selection Policy Round Robin (VWMware)

Figure: Setting Round Robin on a device with the vSphere Web Client

Limit to 1 which is a command line option only.
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To set a device that is pre-existing to have an 10 Operation limit of one, run the following command:

esxcli storage nmp psp roundrobin deviceconfig set -d naa.<naa address>
-I 1 -t iops

Performance: Eagerzeroedthick virtual disks perform the best followed by Zeroedthick
and then thin virtual disks.
Protection against space exhaustion: Zeroedthick and Eagerzeroedthick virtual disks are
not susceptible to VMFS logical capacity exhaustion because the space is reserved on the
VMES upon creation.
Virtual Disk Density: It should be noted that while all virtual disk types take up the same
amount of physical space on the FlashArray due to FlashReduce technology, they have
different requirements on the VMFS layer. Thin virtual disks can be oversubscribed (more
capacity provisioned than the VMFS reports as being available) allowing for far more
virtual disks to fit on a given volume than either of the thick formats. This provides a
greater virtual machine to VMFS density and reduces the number of volumes that are
required to store them.
XCOPY Performance: Eagerzeroedthick and Zeroedthick virtual disks copy significantly
faster than thin virtual disks when cloned or moved using VAAI XCOPY.
Time to create: the virtual disk types also vary in how long it takes to initially create them.
Since thin and Zeroedthick virtual disks do not zero space until they are actually written to
by a guest they are both created in trivial amounts of time—usually a second or two.
Eagerzeroedthick disks, on the other hand, are pre-zeroed at creation and consequently
take additional time to create. If the time-to-first-lO is paramount for whatever reason, thin
or zeroedthick is best.
Verifying that VAAI is enabled

In ESXi 5.x hosts, to determine if VAAI is enabled using the service console in ESXi or

the vCLI in ESXi, run these command to check if Int Value is set to 1 (enabled):

esxcli system settings advanced list -o
/DataMover/HardwareAcceleratedMove

esxcli system settings advanced list -o
/DataMover/HardwareAcceleratedInit

esxcli system settings advanced list -o
/VMFS3/HardwareAcceleratedLocking

You will see an output similar to:
Path: /VMFS3/HardwareAcceleratedLocking
Type: integer
Int Value: 1 < Value is 1 if enabled
Default Int Value: 1
Min Value: O
Max Value: 1
String Value:
Default String Value:
Valid Characters:

Description: Enable hardware accelerated VMFS locking (requires
compliant hardware)
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8.1 To enable atomic test and set (ATS) AKA hardware accelerated locking:

esxcli system settings advanced set -i 1 -o
/VMFS3/HardwareAcceleratedLocking

8.2 To enable Hardware accelerated initialization AKA WRITE SAME:

esxcli system settings advanced set --int-value 1 --option
/DataMover/HardwareAcceleratedInit

8.3 To enable Hardware accelerated data move AKA XCOPY (full copy):

esxcli system settings advanced set --int-value 1 --option
/DataMover/HardwareAcceleratedMove

9. ISCSI Tuning

Just like any other array that supports iSCSI, Pure Storage recommends the following changes to an
iSCSI-based vSphere environment for the best performance. Note that these changes are not
uncommon as most vendors have similar recommendations.

9.1 Set login timeout to a larger value

For example, to set the login timeout value to 30 seconds, use commands similar to the
following:

vmkiscsi-tool -W -a "login timeout=30" vmhba37
esxcli iscsi adapter param set —-A vmhba37 -k LoginTimeout -v 30

The default login timeout value is 5 seconds and the maximum value that you can set is 60
seconds.

This can be also done via the vSphere Web Client, by clicking on the software iSCSI adapter
properties and then selecting advanced settings.

9.2 Disable Delayed ACK

Disabling Delayed Ack in ESXi 5.x

Log in to the vSphere Web Client and select the host under Hosts and Clusters.
Navigate to the Manage tab.

Select the Storage option.

Under Storage Adapters Select the iSCSI vmhba to be modified.

NN
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5. Modify the delayed Ack setting using the option that best matches your site's needs, as
follows:

Case 1: Modify the delayed Ack setting on a discovery address (recommended).

Select Targets.

On a discovery address, select the Dynamic Discovery tab.
Select the iSCSI server.

Click Advanced.

Change DelayedAck to false.

aawN e

Case 2: Modify the delayed Ack setting on a specific target.

Select Targets.

Select the Static Discovery tab.
Select the iSCSI server.

Click Advanced.

Change DelayedAck to false.

GECRENIES

Case 3: Modify the delayed Ack setting globally for the iSCSI adapter.

1. Select the Advanced Options tab.
2. Click Advanced.
3. Change DelayedAck to false.

9.3 Configure end-to-end jumbo frames

In many environments with iSCSI it is recommended to enable Jumbo Frames for performance
boosts or to adhere with the external network configuration. Enabling Jumbo Frames is a cross-
environment change so careful coordination is required to ensure proper configuration. It is
important to work with your networking team and Pure Storage representatives when enabling
Jumbo Frames.
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1. Configure Jumbo frames on Pure using the GUI or CLI.

Edit Port

Port Name: ct0.eth4

Status: M enabled

Address: | 192.168.100.63

Netmask: | 2552552550

Gateway:

9000

90:e2:ba:52:ab:2d

Figure: Configuring Jumbo Frames on the Pure Storage FlashArray
purenetwork -setattr -mtu <MTU> <Ethernet-interface>

2. Configure jumbo frames on the network switch for each port using the relevant switch CLI
or GUL
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3. Configure jumbo frames on ESX. (Refer to Figure above in Step 5)

Browse to a host in the vSphere Web Client navigator.

Click the Manage tab, and select Networking > Virtual Switches.
Select a standard switch from the virtual switches table.

Click the name of the VMkernel network adapter.

Click Edit.

Click NIC settings and set the MTU to 9000.

TMoOO®p

Once jumbo frames are configured, verify end-to-end jumbo frame compatibility. To verify, try to
ping a route with vmkping.

vmkping -s 9000 <ip address of Pure Storage iSCSI port>

This ping operation shouldn't hang otherwise jumbo frames are not properly configured at some
point in the network.

9.4 Tuning iSCSI for a single host

When using iSCSI, there is a performance limitation of 16 I/Os in flight (Y30K IOPS with latency of
0.5 ms) per iSCSI session, per port. This doesn't mean that the port cannot go over 30K IOPS, but
if you have only 1 host with one iSCSI session that's what you'll get. If more hosts are connected
to the same port, then the port can handle more than 16 1/0Os and will go over 30K IOPS without a
problem.

So it is important to note that if you have only one host connected you will get:

Connected to 2 iSCSI target ports: 32 I/Os in flight = "60K IOPS @ 0.5 ms

Connected to 4 iSCSI target ports: 64 1/Os in flight = V120K IOPS @ 0.5 ms

There are 3 ways to work around this limitation when doing performance testing over iSCSI:
1. Use as many target ports as possible.
2. Use more than one host to drive I/O.

3. Ifthe above are not possible, configure the host to create more than 1iSCSI session per
port.

Here's how to create multiple iISCSI sessions per port (you can create 4 sessions per port to
increase BW)

esxcli iscsi session list
Note down the session ID, so say the ID is 00023d000008.

esxcli iscsi session add -s 000234000008 -A vmhba32 -n ign.2010-
06.com.purestorage:flasharray.3efb9d4dxxxxxxxxx97
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10. Hypervisor Considerations

Avoid provisioning physical RDMs or independent disks. Use virtual mode for any RDM.
Veeam’s vPower technology enables the following Veeam features:

1. Instant VM Recovery — boot a VM in seconds to minutes from backups

2. SureBackup — ensure integrity of backup including multiple VMs making up an application
3. VirtualLab — isolated VMs running from backups for upgrade testing, devops, etc.

All of these vPower features require Veeam to store changes to the running VMs in a
separate datastore. For best vPower performance, ensure the datastore used for Veeam
vPower operations uses FlashArray storage. This can be done by:

1. Selecting folders/volumes on the Veeam mount server that you know are backed by
FlashArray storage, or

2. Provisioning FlashArray storage and hypervisor datastore specifically for use by vPower
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ExaGrid Deployment

After physically racking the ExaGrid appliances, a web-based GUI is used to initialize each appliance and to
join them together into a site. The following screen shots provide an example of part of this initialization:

EXAGRID

Network Configuration (2 of 2)

Use this page to define the ExaGrid Server's name and network configuration. You will need to click Apply after making changes. Now is the right time to make sure
all network cables are connected to the appropriate switch ports.

Traffic
Name Type Link VLAN Enabled IP MTU DHCP IP Address Mask Gateway ExaGrid Backup

NIC1  1Gb v |none @ 1500 @ 172.21.0.131 /22 [default All Sites @ g+

ExaGrid Server Name: Iex2-vbsrv42.eng.]oca]

) Static

Default Gateway: e
@ From DHCP|NIC1 (172.21.0.1) v
DNS Servers: [172.21.0.13 [172.21.04

DNS Search Path: eng.local

(& | | <Back | | Apply | | Next>|

EXAGRID

Site Configuration
Do you wish to join this server to an existing ExaGrid Site or to create a new ExaGrid Site?

® Add this ExaGrid Server to an existing ExaGrid Site.
« To join an existing ExaGrid Site, you will need the ExaGrid Site Administration Key from the other site.
Use this Server as the first in a new ExaGrid Site.
« An ExaGrid Site contains one or more interconnected servers.

Click Next to begin initializing this ExaGrid Server.
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EXAGRID

ExaGrid Site To Join

The ExaGrid Server being initialized will be part of an existing site.

« An ExaGrid System consists of one or more interconnected ExaGrid Sites in a hub and spoke model.
« See the Assembling and Initializing Your ExaGrid System guide for more on configuration.

Existing Site's IP Address: |172.21,0.233

Existing Site's ExaGrid Site Administration Key: I7EPWV-GQGAR—UTVRF»CCWGN»8YBSW|

To obtain a copy of the ExaGrid Site Administration Key:

« From a new browser, log into the existing ExaGrid Site.

« From the ExaGrid administration interface main menu, select Manage > Security > Site Administration Key. The Site Administration Key will be
displayed.

« Copy and paste the ExaGrid Site Administration Key from the page into the space provided above. Note: The key is case sensitive.

Click Next to begin initializing this ExaGrid Server.

E3 [<Back] [Next>]

O purestornce \VEEAM EXAGRID

41



Once initialization is complete, ExaGrid’s web-based GUI provides a series of management pages and
reports. The following is an example of a two site topology, one site containing three EX32000E
appliances and the other containing a single EX32000E.

..

o ExaGrid
B site: TC176H1 | Landing Space for Site : TC17651 |
{9 TC176H10B1: EX320008
- ble S
£ [B] site: TC17651 Server - 7 Status
{8 TC1765P10B1: EX32000E Actual % for Next

ngggzgix Eg;gggi =B Tci7est 96,000.00 2| [ oo .000.00 GB Complete
’ . tc17espiosi 32,000.00 ce | [ | 32,000.00 GB Complete
Tc17espioez [32,000.00 ce | [ NNREGTNENGNGNGNGEEEEE |:2.000.00 GB Complete
B tcizeseioes |32,000.00 ce | [N :2.000.00 G8 Complete

‘Retention Space for Site : TC176S1 ]

ion Space et tat
Server = e Total Capacity | Over Capacity S|

~

4 EE' TC176S1 86,619.29 GB|5,776.33 GB 5% 92,395.62 GB 0.00 GB Complete

%
B Ttcizeseios: [200812468(1,717.3068| 3% | [N | | 079854 GB 0.00 GB Complete
TC1765P10B2 [28,251.80 GB[2,546.74 GB| 3% 30,798.54 GB 0.00 GB Complete

TC176SP10B3 |29,286.25 GB|1,512.29 GB 9%

30,798.54 GB 0.00 GB Complete
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Details on Veeam and ExaGrid Configuration

The screen shots below show more details on the Veeam and ExaGrid configuration. ExaGrid
provides best practices for this configuration and Veeam has several knowledge base articles
covering best practices.

Creating ExaGrid shares and Veeam Repositories

At least one Veeam share is created on each ExaGrid appliance:

€« C' [3 tc176h10ob1.tc176.local/manager.html

Reporis Manage Logout Help

EXAGRID | jerswanensiare

of ExaGrid Share Name: |ExaGridShare1
=[] Site: TC176H1
T Share Type: PRS-
» ’~TC176H1081: EX32000E yp Veeam Backup & Replication v
=& site: TC17651 ~Transport
TC176SP10B1: EX32000. CIFS/SMB (Windows)
g TC176SP10B2: EX32000‘ NFS (UNIX®)

- TC1765P10B3: EX32000

OST (Symantec OpenStorage)
® ExaGrid-Veeam Accelerated Data Mover

\

~Remote Data Replication

¥ Replicate data for this share to | TC176H1 v

¥ Create an InstantDR Share on: | TC176H10B1 v

Note options for replicating this share to a 2™ ExaGrid site.

A Veeam repository is created for each ExaGrid share:

New Backup Repository m

= g

Server

Repository
Mount Server
Review

Apply

o

Choose type of backup repository you want to create.

Microsoft Windows server

Microsoft Windows server with intemal or directly attached storage. Data mover process running
directly on the server allows for improved backup efficiency, especially over slow links.

Linux server

Linux server with intemal, directly attached. or mounted NFS storage. D ata mover process running
directly on the server allows for more efficient backups, especially over slow links.

Shared folder

CIFS (SMB) share. When backing up over slow links, we recommend that you specify a gateway
server located in the same site with the shared folder.

Deduplicating storage appliance

Advanced integration with EMC D ata Domain, ExaGrid and HP StoreDnce, For basic integration,
use the Shared folder option above.

< Previous II Next > I Frmish Cancel I

O PURESTORAGE

VEEAIM EXAGRID

43



New Backup Repository n

Deduplicating Storage
Speciy the deduplication storage appliance you want to add.

Name (~ EMC Data Domain
DD Boost license, and DD 0S 5.5 or later are required. If your D ata Domain storage does not
Type meet these requirements, go back and choose the Shared Folder option instead.
. (* ExaGrid
ExaGrid firmwate version 4.7 or lates is required. If your ExaGrid storage does not meet these
A . requirements, go back and choose the Shared Folder option instead.
epository
Mount Server
¢~ HP StoreOnce
Review StoreOnce Catalyst license and StoreOnce firmware version 3.13.1 or later, If your StoreOnce
appliance does not meet these requirements, go back and choose the Shared Folder option
Apply

< Previous || Next > I Frish Cancel

New Backup Repository E3

— Server
-
[

—

Choose server backing your repository. You can select server from the list of managed servers added to the console

Name Repository server:
TC1765P10B1 (Created by TC176\administrator at 9/9/2016 3:05 PM.) v | AddNew.. I
Type I [ 2 'J
. Path_~ [ Capacity| Free| [ Popuate |
Recha g luage @ /homeAesamlser/TC1765P10B15C1 (/dev... 57.276 56318
Repository
Mount Server
Review
Apoly
< Previous Next > Finish Cancel I
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New Backup Repository | X}

<55 Repository
Type in path to the folder where backup fles should be stored, and set repository load control options,

Name “Location
T Path to folder:
B [#homeAeeamser/TC1765P10B15C1 Browse. .

Deduplicating Storage s Copacit.  57.27TB Populate I

=
= Free space: 56.3 TB

Seiver

I
Running too many concurrent tasks against the same repository may reduce overall performance,

and cause |/0 opetations to timeout. Control storage device saturation with the following settings:

Mount Server

IV Limit masimum concurent tasks to: I]U 5:
At ™ Limit read and write data rates to: I 3: MB/s
Apoly

Click Advanced to customize repository settings

< Previous Next > ] Finish | Cancel I

Specify a mount server for use in vPower operations like Instant VM recovery, SureBackup,
Virtual Lab, etc. Specify a folder that is backed by FlashArray storage for best performance.

Edit Backup Repository E3

- Mount Server

= | Specify a server to mount backups to for file-level restores. vPower NFS service allows for running virtual machines directly from
= backup files, enabling advanced functionality such as Instant VM Recovery, SureB ackup and On-Demand Sandbox.

Name Mount server:

ITC1 7EVEEAM2tc176 local [Created by TC176\administrator at 9/9/2016 258 PM.) ;]
Type
Deduplicating Storage V' Enable vPower NFS service on the mount server (recommended)

Specify vPower NFS wite cache location on the mount server. Make sure the selected volume

Server has enough free disk space available to store changed disk blocks of instantly recovered VMs.
Repository Foder: [E:\
Review
Apply

Click Ports to change NFS server and backup mount listenes ports Ponts... |
<Previous | Nex> Fish | Cancel |

VEEAIM EXAGRID
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Combine the Veeam repository created for each ExaGrid Veeam share into a single scale-out

repository:
Edit Scale-out Backup Repository E3
— Extents
[L — Add two or more extents (regular backup repositories) to this scale-out repository. Note that you will not be able to use added
= _'I_L,J_Ill extents as standalone repositones until you remove them from this scale-out repository.
Name Extents:
IS e [ o |
& TC1765P10B1EXT1 B
Policy & TC1765P10B2EXT1 BENOFE I
& TC1765P10B3EXTI
Summary
Click Advanced to modify additional scale-out backup reposktory options. Advanced |
<Previous |[ New> | Finish | cance |
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Creating Veeam Backup Jobs

Create Veeam backup jobs, sending backups through the Veeam scale-out repository to the
ExaGrid site (multiple appliances). Here’s an example of a Veeam job containing a domain

controller and Exchange VM, with 14 restore points (two weeks):

Edit Backup Job [TC176-EXDC] E3
Yirtual Machines
= Select virtual machines to process via container, or granularly. Contamer provides dynamic selection that automaticaly changes
m as you add new VM into container.
Name Vietual machines to backup:
Nane | Type | Size | Add...
PVEMERRe Y | rcieoc VtuolMachine  127.0GB ——
= lermove.
I TCI76EXCH Virtual Machine 700.0 GB L_reneve |
Storage
BresiEEae Exclusions...
Schedule + Up ‘
Summary + Dovin
Recalculate I
Total size:
827.0 GB
<Previous [[ New> | Fnish | Cancel
Edit Backup Job [TC176-EXDC] E3
Storage
= Specify processing proxy server to be used for source data retieval, backup repostory to store the backup files produced by this
job and customize advanced job settings ¥ required.
Name Backup prosy:
Automatic selectior Choose... I
Vitual Machines
I i i
ISEALEDUT1 [Created by TC176\administrator at 3/16/2016 2:37 PM.) EI
Guest Processi =
= £ 1691 TBhes of 171.5TB Map backup
Schedule
“Retention policy
Summary Restore points to keep on disk: 14 = ©

™ Configure secondary destinations for this job

Copy backups produced by this job to another backup repository, or to tape. Best practices
recommend maintaining at least 2 backups of production data, with one of them being off-site,

Advanced job setlings include backup mode, compression and deduplication,
block size, notification settings, automated postjob activity and other settings. °. Advanced I

(Previousl Next > I Finish I Cancel I

Advanced settings include:

1. Daily incremental backups with a weekly synthetic full

2. Enabling Veeam’s deduplication to reduce backup traffic

3. Enabling Veeam’s “dedup-friendly” compression to reduce backup traffic

4. Storage optimization of “Local Target” to take full advantage of ExaGrid’s storage bandwidth
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Advanced Settings E3

Backup | Maintenance | Storage | Notifications | vSphere | Integration | RE

-Backup mode
" Reverse incremental (slower)
Increments are inected mto the full backup file, so that the |atest
backup file is always a full backup of the most recent VM state,
(O} tal ( ded)

Increments are saved into new files dependent on previous files in the
chamn, Best for backup targets with poor random |/0 performance.

[V Create synthetic full backups periodically Days... I

Create orc  Saturday

I Transform previous backup chains into rollbacks
Converts previous incremental backup chain into
rolbacks for the newly created full backup file.

Active full backup
™ Create active full backups periodically

LI IM.:wndal,l LI Fonths |
¢ Weekly onselected days Days I

Saturday

€ Morthlyon IFlrsf

Advanced Settings [ X

ABackup] Mairtenance Storage INotificalionsl vSphere] Integralion] Ll_’]

D ata reduction
[V Enable inline data deduplication [recommended)
[V Exclude swap file blocks (recommended)

IV Exclude deleted file blacks (recommended)
Compression level

|Dedupe-fliendy :I
Recommended compession level for deduplicating storage appliances

and external WAN accelerators.

Storage oplimization:

ILocaI target EI

Best performance at the cost of lower deduplication ratio and larger
incremental backups. Recommended for direct-attached storage.

Encryption
I~ Enable backup fie encryption
Password

! =l pa |

) Loss protecton enabled Manage passwords

Save As Defaut | | oK I

Cancel I

Save As Defaul | 0K | Cancel |

Guest processing settings include:

1. Enabling application-aware processing for the domain controller and Exchange server
including application-consistent snapshots, log processing, etc.

2. Enabling guest file system indexing so multiple backups can be searched for files to restore

Edit Backup Job [TC176-EXDC]
Guest Processing
Choose guest 05 processing options avalable for running Vs,

Name IV Enable application-aware processing

Detects and prepares applications for consistent backup, performs transaction logs processing,

Vitual Machines and configures the 0S to perform required application restore steps upon first boot.
- Customize application handing options for individual VMs and applications Applications. |
orage
[V Enable guest file system indexing
_ Creates catalog of guest files to enable browsing, searching and 1-chick restores of individual files.
Indexing is optional, and is not required to pesform instant file level recoveries,
Schedule Customize advanced quest file system indexing options for individual VMs Indexing...
Summary Guest 05 credentials

I A TC176\administrator (TC176N\administrator, last edited: 10 days ago) EI Add... I

Manage a nt:

Cu ze guest 05 credentials for individual VMs and operating syst Credentials..
Guest interaction proxy.
|Automatic selection Choose... |

Test Now I

Cancel |

<Plevinus| Next > I Finish I
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Summary

The powerful combination of Pure Storage all-flash storage, Veeam Backup & Replication software,
and ExaGrid backup storage provides superior end-to-end reliability and performance. This
integrated solution combines Pure’s fast and low latency storage with Veeam’s backup protection
and ExaGrid’s backup storage to cost-effectively deliver the fastest backups and shortest recovery
times, reducing the cost of IT across primary storage and data protection tiers. This solution is
particularly appropriate for the always-on, do-more-with-less modern data center that requires the
highest possible performance levels to store, back up, and recover application data.
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