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Introduction

Microsoft SQL Server (SQL Server) is a relational database management system developed,

distributed, and supported by Microsoft Corporation. SQL Server is available in several editions, each
of which provides different functional capabilities such as scale, availability, and tooling. Deployment
is highly versatile with support for multiple operating systems, deployment platforms (bare metal and

virtualized), and many service offerings.

According to DB-Engines, as of August 2022 Microsoft SQL Server is the third most popular database in the world. As many

business operations are underpinned by these databases it is critical that there are suitable disaster recovery capabilities in

place in the event of data, system, or site failure.

SQL Server is provided with several built-in mechanisms for recovery in the event of a data loss failure; however, even with
the most advanced of capabilities sometimes core issues such as recovery time objectives (RTO) and recovery point
objectives (RPO) are still difficult to achieve. With the rich data services from Pure Cloud Block Store™ these core issues can

be mitigated or eliminated entirely depending on what functionality is utilized.

This technical white paper is intended to be used as a how-to and best practice guide when implementing disaster recovery
capabilities with Pure Cloud Block Store in Microsoft Azure. The target audience for this document includes, but is not limited

to, systems architects, database administrators, storage administrators and IT professionals.

How to Use This Paper

This white paper focuses on implementing disaster recovery capabilities with Microsoft SQL Server deployed on Microsoft
Azure Infrastructure-as-a-Service systems when using Pure Cloud Block Store as persistent database storage. Data services,
such as asynchronous replication and ActiveDR, will be covered to address different recovery point objectives. How to

implement and attain the best outcome for each tool will be provided in the form of outcome guidance.

The concepts, architectures, and methodologies set out in this guide can also be used for any Pure Storage® FlashArray™

model.

Pure Cloud Block Store

Pure Cloud Block Store provides seamless data mobility across on-premises and cloud environments with a consistent

experience regardless of where your data lives. It provides enterprise-grade storage features in the cloud, and its industry-
leading data efficiency means you buy less capacity in the cloud without sacrificing agility and flexibility. Pure Cloud Block

Store is available in the Amazon Web Services Marketplace and the Microsoft Azure Marketplace.
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Pure Cloud Block Store

Software Defined Block Storage, Delivered Natively in the Cloud
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Figure 1. Pure Cloud Block Store

Pure Cloud Block Store provides several benefits for storage in the public cloud:

Simplicity: By using Azure managed applications, customers easily deploy a Pure Cloud Block Store managed application
into their desired virtual network in a few minutes. There are no RAID pools or manual data tiering required. Once iSCSI
connections between Azure VM hosts and the application managed by Pure Cloud Block Store are established, customers
can easily create and mount Pure Cloud Block Store volumes to the desired Azure VMs in seconds.

Higher availability and efficiency: Due to its unique architecture, Pure Cloud Block Store provides higher availability for
critical application access while reducing the amount of storage capacity consumed with always-on compression and
deduplication.

Hybrid mobility and rich protection capabilities: Using the rich data services inside Pure Cloud Block Store, a business
can move data efficiently between on-premises FlashArray systems and public cloud infrastructure. Data services can also
assist in providing mechanisms for higher availability, disaster recovery, and data protection workflows.

Consistent APIs to drive automation workflows: All management operations can be codified using the REST APl included
in FlashArray and Pure Cloud Block Store. When moving from FlashArray on-premises to public cloud, developers do not
need to redesign their applications to use different APIs. For language specific automation, Software development kits for

PowerShell, Python, and Ansible are available.

Pure Cloud Block Store is available in two versions: //V10 and //V20. Each version provides different capacity and performance

capabilities.
/IV10 /IV20
41TB 550TB
Figure 2. The V10 and V20 versions of Pure Cloud Block Store. The capacity listed for each model is effective capacity with a 4:1 data reduction rate.
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Pure Cloud Block Store systems are powered by Purity for FlashArray. Purity delivers rich, enterprise level data services that

ensures data is stored in the most secure and efficient way while providing additional functionality to extend storage

capabilities.

Solution Architecture

The purpose of this technical white paper is to highlight how disaster recovery capabilities with Pure Cloud Block Store can be
implemented for Microsoft SQL Server. Storage replication or software replication capabilities can be used to implement the
use case. The storage replication data services in Pure Cloud Block Store which will be used are Asynchronous Replication and

ActiveDR™ while the software replication in SQL Server to be used will be Always On availability groups.

This solution architecture provides several benefits depending on the deployment type. For all scenarios utilizing storage

replication with Pure Cloud Block Store you can gain the following benefits:

e Areduction in cost for cross availability zone/region traffic and capacity consumption

e More efficient data movement resulting in more consistent recovery point objectives

For software replication with always on availability groups across regions in Microsoft SQL Server 2022, the following benefits

can be realized:

e Volume snapshots and asynchronous replication can be used to ensure that after failover high availability can be regained

rapidly.

e Seeding and reseeding times can be drastically minimized.

Asynchronous Replication

Asynchronous replication is the copying of volume snapshots from one FlashArray or Pure Cloud Block Store instance to
another. Volume snapshots are immutable, point-in-time images of the contents of one or more volumes which can be created
individually or as a part of a protection group. Protection Groups are management views for the snapshot operations of one or

more volumes. They allow for functions such as scheduling, retention, and replication target management.

All systems powered by Purity incorporate the same fundamental engineering for its volume snapshot technology, making it
suitable in any business scenario requiring recovery point objectives as low as five (5) minutes. Volume snapshots with Purity

are unique for the following reasons:

e Can be instantly created or recovered: VVolume snapshots are created using the redirect-on-write technique, meaning

that only the blocks in a volume that have changed since the most recent snapshot are saved.

e Are storage space efficient: Volume snapshots are always thin-provisioned, deduplicated, and compressed, and require
no snapshot capacity reservations. All volumes (and by extension snapshots) are thin-provisioned and a part of a global

deduplication namespace, further reducing the storage space consumed.

e Are portable and transport efficient: Volume snapshots are portable, allowing them to be transferred to one or more
FlashArray or Pure Cloud Block Store instances. All transfers are done using space efficient copies accompanied by the
volume metadata allowing for any offloaded snapshot to be recovered to any FlashArray or Pure Cloud Block Store

instance.
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e Can be used for multiple use cases:- Volume snapshots can be used for many different use cases to make business
operations more efficient and effective. More information on these use cases are found in the white paper “Using

Databases with FlashArray Volume Snapshots”.

Protection Group

Gl

Transfer efficient replication

Figure 3. Asynchronous replication of volume snapshots from a source to a target

ActiveDR

Pure Storage ActiveDR provides continuously active replication capabilities for block storage volumes from one FlashArray or
Pure Cloud Block Store instance to another, with no impact on front-end application performance.

Synchronous replication technologies, such as ActiveCluster™, provide higher availability at the cost of requiring network
latency between the two targets to be as low as possible. ActiveDR does not require the target system to acknowledge that
data has been received before allowing the source to continue. This eliminates the need for a low latency network and allows

for continuous replication over larger distances.

The management of ActiveDR is vastly simplified making it suitable for implementation in any business scenario requiring a

near zero (0) recovery point objective. Some management aspects of ActiveDR include:

e POD replication: Pods are management containers for volumes using ActiveCluster or ActiveDR. Pods provide a simple
management construct to organize data volumes and associated settings into groups. Once pods are linked together on

separate systems via a replica link, data in that pod automatically starts replicating.
e Continuous change tracking: Automatically manage changes without the need to provision or monitor journal devices.

¢ Single-command failover: ActiveDR makes it simple to implement, test and manage disaster recovery. This true disaster
recovery testing ensures that any runbook or orchestration steps for the entire environment stay the same during a test or

in an actual failover event to minimize risk.

e Multi-direction replication: Configure multiple pods in different directions between two FlashArray systems.
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Figure 4. Continuous replication of volumes from a source
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Combining ActiveDR and Asynchronous Replication for Multiple Recovery Point Objectives

ActiveDR and asynchronous replication can be combined to provide the best of both scenarios where near zero (0) and five (5)

minute RPOs can happen simultaneously. This is achieved by adding a protection group with a snapshot-and-replicate

schedule to an existing ActiveDR Pod.

Public Cloud Infrastructure and Software Environment

The public cloud infrastructure used in this disaster recovery solution architecture is comprised of:

e Two (2) Pure Cloud Block Store Instances. Each is deployed into a different availability zone or region. This document

will showcase the instances deployed into the same region but different availability zones.

e Two (2) Azure Virtual Machines. Each virtual machine is deployed into a different availability zone or region. This

document will showcase the virtual machines deployed into the same region but different availability zones. The virtual

machines should be deployed into the same region and availability zone as the corresponding Pure Cloud Block Store

instances for the best performance and disaster tolerance. The Azure virtual machines run Windows Server 2022. Each

virtual machine was connected to the corresponding Pure Cloud Block Store instance using iSCSI connectivity. Microsoft

SQL Server was installed on both systems with the user database files residing on Pure Cloud Block Store volumes.

e One or more virtual networks. It is possible for all the infrastructure to exist on the same subnet on the same virtual

network if within a single region. The minimum requirements are:

- The Azure virtual machine can connect to the Pure Cloud Block Store instance in its availability zone/region.

- Each Pure Cloud Block Store instance can communicate with the other in another availability zone or region over its

replication ports.
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Figure 5. High-level diagram of public cloud infrastructure being used for storage replication

The software environment is made up of Microsoft SQL Server instances where user databases are created on dedicated
block storage volumes from Pure Cloud Block Store. For details on volume placement and configuration, please see this article

on the use of Pure Cloud Block Store with SQL Server.

For scenarios utilizing always on availability groups, the rapid seeding of replica databases is only possible in SQL Server 2022
for systems which remain online. It is possible to seed a replica database in prior versions of SQL Server. However, the SQL
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Implementation Guides

The following implementations showcase how disaster recovery can be achieved with the following use cases:

e Aslow as five (5) minute recovery point objectives for SQL Server Databases with storage asynchronous replication.
e Near zero (0) recovery point objectives for SQL Server Databases with ActiveDR continuous replication.

e Combining storage asynchronous replication with SQL Server Always On availability groups across regions to achieve
rapid replica seeding. The implementation steps provided for this use case is only possible with SQL Server 2022 and

later.

Additional information and guidance on topics covered here on replication with Pure Cloud Block Store can be found in the
Replication User Guide for Pure Cloud Block Store on Azure. General information on implementing Pure Cloud Block Store can

be found on the Pure Storage support site.

The implementation of these use cases is not limited to SQL Server on Pure Cloud Block Store. SQL Server on FlashArray//C™,

FlashArray//X™, and FlashArray//XL™ can benefit from them, as well.

For the purposes of these demonstrations, a single database (UserDB) is created in a primary SQL Server instance (SQL-AZ1)
and populated with 100GB of data. The data and log files for the database are located on a single volume inside a Pure Cloud
Block Store instance in the same region and availability zone (CBS-AZ1) as the primary SQL Server instance. The systems
provisioned in another availability zone or region for disaster recovery capabilities are a SQL Server instance (SQL-AZ2) and a
Pure Cloud Block Store instance (CBS-AZ2).

8 Database Properties - UserDB _ O x| W patabaseProperties - UserDe - O X
Selectapage
Selectapage Scipt v € Hel
3 cerer] IT Scrigt ~ @ Help 5 Goneral IT Script ~ @ Help
5 Fles :
# Flegroups o] Fiegroups Database name: UserDB
& Options | = % Optirs Owner: SOLN\DBTest
& Change Tracking Backup J Change Tracking ner
o Pk Lzt Database Backup None F Pemissions
% Exonied Propeties Last Database Log Backup None % Extended Properties
Database % Mirorin
& Wimoring ~ a
# Tranaacion Log Shipping R UserDB # Trensaction Log Shipping JzEEE L
S Quoy Store Status Nomal ¥ Query Store Logical Name  Path Fie Neme
Onner SOLN\DBTest UserDB CASQL\UserDB\DataFles UserDB mel
Date Created 57 AM, UserDB_Jog  C\SGL\UserDB\LogFies UserDB_jogdf
Size
Spece Avaisble
Number of Users 4
Memory Alicated To Memory Optimized Ob]
Verory Used By Vemory Optimized Objects
v Maintenance
Colation 5QL_Latin_General CP1_CI_AS
Connection Connection
Server: Server:
saL-AZ1 saLaz
Connection: Connection
SOLN\DBTest SOLNADBTest
¥ View connection propetties ¥ Mew connection properties
Progiess Progress
<
Ready The name of the daabase Ready
Add Remave
Cancel Cancel

Preparing Storage

Prior to any steps being taken with asynchronous replication or ActiveDR, it is important that the two Pure Cloud Block Store

instances are connected for asynchronous replication. To do this, the graphical user interface is used.
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Prior to connecting the two Pure Cloud Block Store instances, the connection key from the intended target instance must be
acquired. This can be found in the graphical user interface, navigating to the Storage area, and then finding the three ellipses

next to the section for Array Connections. Selecting the three ellipses brings up a menu. Select the option Get Connection

Key.

PURESTORAGE Storage

Array Hosts Volumes Pods File Systems Policies

@ > Amay
Storage
Size DataReduction  Unigue  Replication  Snapshots ~ Shared  System  Total
100T 41101 2396G 0.00 18094 K 297G 000 26936
CBS-AZ2 D 4777a459-fas0-4968-95b1-c200009382f

o= = © ©
Host Volumes Volume Protection Protection Group
Groups Groups Snapshots
1 1 0 o] 0
o ™ = o "
) v r~ ©
d LY b [} o
Pods File Directories Directory Policies
Systems Snapshots
o] (0] 0 0 3
Array Connections +[3]
No arrays have been connected Connect Array
Get Connection Key
Offload Targets 5
Name Status Protocol Detalls

No offioad targets have been connected.

In the prompt that appears, copy the Connection Key.

Connection Key

Use the following key to connect to this array.

16e2e3ce-a718-bf4b-bb62-062577d682a0 m

oK

On the source instance, navigate to the options in Array Connections and select Connect Array. When the prompt appears
enter in the Management Address for the target, ensure the Type is Async-Replication, enter the Connection Key from the
target system, ensure the Replication Transport is Ethernet (IP), and optionally enter any Replication Addresses for the target
system.
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Connect Array
Management Address 172.2110.22
Type Async Replication -
Col Key :

Replication Transport

Replication Address

Ethernet (IP)

Auto discovered unless using NAT

Cancel

Figure 10. The Connect Array dialo

Upon successful connection, the Array Connections section will be populated with the target instances information.

Array Connections

Name Status Type Version
® CBS-AZ2 connected asyncreplication 633
Figure 11. The array connections section on the source instance after a

Management Address

172.2110.22

+ i
Replication Transport  Replication Address Throttled

172.2110.20 ey
Ethemnet (IP) pu—— False E X

Asynchronous Replication for a Five-minute Recovery Point Objective

To achieve a five-minute RPO, asynchronous replication of volume snapshots between Pure Cloud Block Store instances is

used. Volumes are added to a Protection Group with the target instance as a replication target.

Initial Setup

The process in this initial setup of a protection group and asynchronous replication will use a single volume, SQL-UserDB.

PURESTORAGE Storage
Armray Hosts Volumes Pods File Systems
® > volun = SQL-UserDB

Storage
Size DataReduction  Unique  Snapshots  Shared  System
100T@ 33to1 20976 686K -

Name a

Namea

Details

Source
Created
Serial

# Hosts
# Connectior

QoS

10PS Limit
Priority Adju
Priority

Figure 12. A single

o

Connected Hosts ~

Connected Host Groups ~

No host groups found.

202208-04 06:14:22
72D7D390A58F43C400011010

Host Encryption Key Status 0

1

ns 1

Bandwidth Limit

stment  + 0
0

Uncomplicate Data Storage, Forever
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Protection Groups ~

Name &
No protection groups found

Volume Snapshots ~
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All ~
No snapshots found.

Destroyed (1)
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In the graphical user interface of the source instance, navigate to the Protection section and select Protection Groups.

PURESTORAGE Protection

Snapshots Policies Protection Groups ActiveDR ActiveCluster

@ > Protection Groups

Snapshots

Protection

Source Protection Groups &5, ff

Name & Retention Lock Snapshots Targets

No protection groups found

Destroyed (0) +

Source Protection Group Snapshots ~

Name Created ¥ Snapshots

All v
No snapshots found
Destroyed (0) v

Target Protection Groups ~

Narme & Retention Lock Snapshots Targets

No protection groups found

Destroyed (0) v

Target Protection Group Snapshots ~

Name Created ¥ Snapshots

Al v
No snapshots found

Destroyed (0) ~

Figure 13. The Protection Groups management view on the source instance

Create a new protection group by identifying Source Protection Groups and selecting the +. In the dialog which appears,

provide a name for the protection group and select Create.

Create Protection Group
Pod none
Name UserDB-RPO-§
Figure 14. The Create Protection Group dialog

Once the protection group has been created, it will be displayed as a source protection group. To manage a specific
protection group, select it from this list.

Source Protection Groups ~ Hofl 4 3
Name « Retention Lock Snapshots Targets
® Us unlocked 000 k :

Destroyed (0) v

Figure 15. The new protection group is shown in the list of source protection groups
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When selecting the specific protection group, its management view will be shown. This is where the various policies can be
applied. Members, such as volumes or hosts, are added, or targets for replication are set for it.

PURESTORAGE Protection

Snapshots  Policies  Protection Groups ~ ActiveDR  ActiveCluster

%] rotection Groups > () UserDB-RPO-5
Snapshots
000
Protection
Members ~ H Snapshot Schedule =3
Namea

No members found.

Targets ~ H Replication Schedule =

Namea Allowed

SafeMode =z

Retention Lockc unlocked

Protection Group Snapshots ~ T

Neme Created > Snapshots

Figure 16. The UserDB-RPO-5 protection group management view

In the management view, identify the Members section and select the three ellipses next to it. In the dialog which appears,
select Add Volumes.

Members ~ | : ‘
e Add Hosts...
Add Host Groups...
No members found AddVohmes:
Remove...
Targets ~ :
MName & Allowed

No targets found

Figure 17. The Members section of the protection group

In the Add Members dialog, select the volumes to add and then select Add.

Add Members

Avallable Members Selected Members.

+ofl 1selected Clear all

= UseiDB = UserDB x

cael “

o)

Figure 18. The Add Mem
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Once the members have been added, identify the Targets section, select the three ellipses next to it and then select Add.

Members ~ Hofl 3
Name «
== UserDB x

Targets ~ ’I]

Name & Add...

Remove...

No targets found.

Figure 19. The targets section of the protection group

In the Add Targets dialog, select the targets to add and then select Add. This is where the snapshots will be replicated to.

Add Targets
Avallable Targets Selected Targets
Hof1 1selected Clear all
cBs-AZ2 CBS-AZ2 x

Soncel “

Figure 20. The Add Targets dialog

At this point, the protection group should consist of members and targets to replicate volume snapshots. Other aspects of the
protection group that can be customized are the schedules. There are schedules for creating snapshots at regular intervals,
and there are separate schedules for replicating those snapshots to a target. This can be customized to meet different RPO

requirements as low as five minutes.

o Uncomplicate Data Storage, Forever 14
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Edit Snapshot Schedule

@ enaviea

Create a snapshot on source every 5| minutes= at

Snapshot Schedule =

Enabled: False

Create a snapshot on source every 5 minutes JRG 8 5 PERIOE £ SCERCR R | 1]| days ~
Retain all snapshots on source for 1 days
then retain 4 snapshots per day for 7 more days. Sk fessin A | i ok diy fos 7| more days

ke “

Edit Replication Schedule

@ Enabled

Replicate a snapshot to targets every 5 minutes+  at
Replication Schedule =

except between - ~ and - -
Enabled: False

Replicate a snapshot to targets every 4 hours Retaln all snapshots on targets for 1 days -
Retaln all snapshots on targets for 1days

then retain 4 snapshots per day for 7 more days then retain 4| snapshots per day for 7| more days

cancet “

Figure 21. The various snapshot and replicate options for a protection group

It is possible to create and replicate a volume snapshot manually. This can be done in the management view for the protection
group, in the Protection Group Snapshots section. Selecting the + will begin the manual snapshot creation process.

Protection Group Snapshots ~ -+ i

Created v Snapshots

Name

All v

No snapshots found
Destroyed (0) v

Figure 22. The Protection Group Snapshots section

In the Create Snapshot dialog which appears, provide an optional suffix to identify this protection group snapshot and select
Replicate Now to ensure it is replicated to the target.

Create Snapshot

Optional Suffix QuickSnap
Apply Retention C)

Replicate Now @)1 target(s)

Figure 23. The cr

apshot dialog

Disaster Recovery Process

The disaster recovery process involves restoring a snapshot to a new or existing volume. This volume is then connected to the

relevant Microsoft SQL Server and the database attached to the instance on it. All operations are performed using the target
instance.
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On the target instance, navigate to protection groups in the protection section. Identify the relevant target protection group.
PURESTORAGE Protection

Snapshots Policies Protection Groups ActiveDR ActiveCluster

@ > Protection Groups

Snapshots
21756

Protection

Source Protection Groups ~ i

Namea Retention Lock Snapshots Targets

No protection groups found.
Destroyed (0) v

Source Protection Group Snapshots ~

Name Created ¥ Snapshots

Al v

Target Protection Groups o}

Name s Retention Lock Snapshots Targets

JserDB-RPO-5 unlocked 27756 Allowed on this array

Destroyed (0) v

Target Protection Group Snapshots ~ @ Transfer | 12012}
Name Created ¥ Snapshots
All v
5] 2022-08-04 07:20:56 000 ZH W
2022-08-04 071614 27756 O W

Once the relevant protection group management view has been brought up, select an entry from the Protection Group
Snapshots. This entry will contain the recovery point that needs to be restored.

PURESTORAGE Protection

Snapshots Policies Protection Groups ActiveDR ActiveCluster

@ > Protection Groups > (@) CBS-AZ1:UserDB-RPO-5

Snapshots
. 000
Protection

Members ~ Hor Snapshot Schedule
plomne:=: Enabled:
c

= CBS-AZ1:SQL-UserDB

Targets ~ +ofl Replication Schedule

Name ~ Allowed

CBS-A72 True
Source Arrays ~ SafeMode
Array Re
CBS-AZ1
Protection Group Snapshots ~ m Transfer | 12072
Name Created™ Snapshots
Al v
P 2022-08-04 07:20:56 000 DM
2022-08-04 07:16:14 27756 Z D@

Destroyed (0)

Selecting a protection group snapshot will bring up a dialog showing the volume snapshots contained within it. These volume

snapshots will be restored to a new or existing volume.
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Volume Snapshots

Hofl
Name & Snapshots

) CBS-AZ1:UserDB-RP0O-5.2.50QL-UserDB 0.00 [m]

Once the relevant volume snapshot has been identified, either restore it to a new volume or overwrite an existing volume with
its contents. After the volume has been connected to the relevant target host, discover it and ensure the filesystem is
mounted to a relevant location. For the purposes of this demonstration, the path allocated to the newly connected volume is
C:\SQL\UserDB.

for SQL_UserDB | Browse for Drive Path *

% Volumes that support drive paths are shown in the following list.

: o To create a drive path, select an empty folder. To create a folder,
d click New Folder.

Add a new drive letter or path for SQL_UserDB. CASQL\UserDB

() Assign the following drive letter: F

PerflLogs -
Program Files

Program Files (x86)

ProgramData New Folder...

(® Mourt in the following empty NTFS folder:
| Browse...

Recovery
saL
S UserDB

SaL2022 v Cancel

oK Cancel

oK Cancel

Using SQL Server Management Studio connected to the target instance, select Databases from the management tree and

select Attach.

4 Microsoft SQL Server Management Studio (Administrator) Quick Launch (Ctrl+Q) Pl - O x
File Edit View Tools Window Help

o8- - BNy BE R RS [2-<-|@| -| 4 -RmEpEo-.

| Execute

Object Explorer v ax
Connect~ ¥ ¥ YO
© B SQL-AZ2 (SQL Server 16.0.700.4 - SOLN\DBTest)

. New Database..

Bl Attach...
) S

o=y Restore Database...

® Ser|

@ M Re Restore Files and Filegroups..

@ W Pol - Fijter »

® i Al "

@ ¥ Mg Deploy Data-tier Application...

@ 9 Int Import Data-tier Application...

® 8 50

@ [ X Start PowerShell
Reports >
Refresh

[ Ready

In the Attach Databases dialog, select Add to find the master data file (MDF) file for the database.
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E Attach Databases

Select a page Serint v Hel
£ General £7 Satpt = @ Hep

Databases to attach:
MDF File Location Database Name Attd

A

Connection Original File Name File Type Current File Path Message

d Files:

Server:
SQL-AZZ

Connection:
SOLN\DBTest

nﬁ Wiew connection properties

Ready
Add Catalog Remove

o

Figure 29. The Attach D

In the additional dialog that is shown, navigate to the newly mounted volume and select the .mdf file for the database on it,

select it, and then select OK.

W Attach Databases — [m] x
tecldpae I seipt ~ @) Help
K General
Databases to attach:
W Locate Database Files - SQL-AZ2 O X htd
Database Data File location: C\S0L\UserDB\DataFiles | [ |
-0 C ~ || O UserDB mdf
= SRecycle.Bin
Documents and Settings
Packages
PerfLogs
Program Files
Program Files (x86)
ProgramData
Recovery 1>
saL
UserDB
+ SRECYCLE.BIN —
DataFiles 1
Conr LogFiles
Sen System Volume Information
5al -1 5GL2022
Corl = System Volume Information
0 - Temp
= Users v
. >
File name | |Dalabase Data Files(" mdf) V‘
Prog| oK Cancel
Ready L
Add Catalog.. Remave
Figure 30. The Lc

o Uncomplicate Data Storage, Forever 18



TECHNICAL WHITE PAPER

Ensure that each of the files for the database has been resolved in the database details section of the dialog. It may be
necessary to navigate to and select the location of each file prior to completing this process. Once ready to complete the

attach process, select OK in the Attach Databases dialog.

W Attach Databases - m] X

gelecl b 0 Seint ~ @ Hep
F General

Databases to attach:

MDF File Location Database Mame Atta
; CA5QL\UserDB\DataFiles'\UserDB mdf UserDB Use
< >

P
"UserDB" database details:
Connection Ori Fle Type  Cumert File Path Message
Server Us: Data CASQL\UserDB\DataFil
SQL-AZ2 UserDB_log Idf Log C:ASQL\UserDB\DataFil Transaction log file n

Connection:
SOLN\DBTest

¥ View connection propetties

Ready

Remove

0K Cancel

Once completed, the database will be attached and shown in the management tree of the object explorer.

L Microsoft SQL Server Management Studic (Administrator) Quick Launch (Ctrl+Q) Pl B x

File Edit View Tools Window Help
[ 8- 0-2 & BNewauey B

| | b Becute

Object Explorer RS
Connect - § ¥ G
= 1B SQL-AZ2 (SOL Server 16.0.700.4 - SOLN\DETest)
5 1 Databases
System Databases
Database Snapshots
]
Security
Server Objects
Replication
PolyBase
Always On High Availability
Menagement
Integration Services Catologs

& QL Server Agent
T XEvent Profiler
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At this point, both the storage and SQL Server instance have been recovered. Note that some objects, such as server logins,
SQL Server Agent Jobs, and linked Servers etc., that are external to this specific database, would not have been recovered

and may require recreating or updating.

ActiveDR for Near-zero Recovery Point Objectives

To achieve a near zero recovery point objective, the continuous replication (ActiveDR) of volumes between Pure Cloud Block

Store instances is used. Volumes are added to a POD with the target instances as a replication target.

Initial Setup
The process in this initial setup of a pod and continuous replication will use a single volume, SQL-UserDB.

A Pod needs to be created prior to a volume being set up for continuous replication. To create a Pod in the graphical user

interface, navigate to pods in the Storage view. In the section for Pods identify and select the + to create a new pod.

PURESTORAGE Storage

Array Hosts Volumes Pods File Systems Policies
—
@ > Pods
Storage
Size  pataReduction Unique Replication Snapshots Shared System  Total
Pods ~ B o +:
Name a Array Status Promotion Status | Link Count Mediator Fallover Preference
Al v
No pods found

Destroyed and Undo (0) v

Provide a name for the pod in the dialog and then select Create.
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Create Pod

Name UserDB-DR-POD

Figure 34. The crez

Once created, the new pod will show up in the list. Select the newly created pod to navigate to the management view for it.

Pods ~ B srece | von + &

Name & Array Status Promotion Status = Link Count Mediator Fallover Preference
All ~
CBS-AZ1 ® online promoted 0 purestorage (auto) E

Destroyed and Undo (0) «

Figure 35. The new pod will be displayed in the list of pods

In the od management view, identify the volumes section. In this section, a new volume can be created, or an existing volume
moved in. In this example, an existing volume is being moved into the Pod. Select the three ellipses next to volumes and then
select Move In.

PURESTORAGE Storage

Array Hosts Velumes Pods File Systems Policies

® > Pods > @ UserDB-DR-POD (promoted)
Storage
Size DataReduction  Unique  Replication ~ Snapshots ~ Shared  System  Total
0.00 o 10to1 000 0.00 0.00 000 - 000
Arrays +
Name Status Frozen At Mediator Status
CBS-AZ1 @ online - online
Pod Replica Links ~ -+ i
Local Pod Direction Remote Pod Remote Array Status Recovery Point Lag
No pod replica links found.
Volumes ~ IEX8 o5 pewis | +[E]  Protection Groups ~ + i
Name Size | Volum cCreate.. Name Retention Lock = Snapshots Targets
Move In...
Move Out.
No volumes found. No protection groups found.
Destroy.

Destroyed (0) v Show Protocol Endpolnis Destroyed (0) v

Volume Snapshots [ ceneran [RETECHIN Protection Group Snapshots ~
Name Created ¥ Snapshots Name Created v Snapshots
All ~ Al ~

No snapshots found. No snapshots found.

Destroyed (0) v Destroyed (0)
File Systems ~ + 3 Policies ~ 5
Name & Name & Type Enabled
No flle systems found No policies found.

Figure 36. The Pods management view

Select the volume from the list of available volumes and then select Move.
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Move Volumes In

Avallable Volumes Selected Volumes

ol 1selected Clear all

UserDB 128436 UserDB 128436 x

Copes m

Figure 37. The Move Volumes In dialog

Once the volume has been moved into the pod, it will be shown in the list of volumes with a new naming convention: <Pod

Name>::<Volume Name>.

Volumes ~ E= ocs vetas ot + 3

Name & Size  Velumes Snapshots = Reduction

= UserDB-DR-POD:UserDB 2T 12843G 0.00 41101 :

Destroyed (0) v

Figure 38. The list of volumes for the pod

To enable ActiveDR for the volumes that have been added, a replica link to a target instance needs to be created. This can be
achieved by selecting the + or the three ellipses in Pod Replica Links.

Pod Replica Links ~ + T
Local Pod Direction Remote Pod Remote Array Status Recovery Point Create...
No pod replica links found. Download CSV

Figure 39. The pod replica links section

In the Create Replica Link dialog, select a remote array from the drop-down list, select or create a remote pod for ActiveDR to
target, and then select Create.

Create Replica Link

Local Pod Name UserDB-DR-POD b

Remote Array CBS-AZ2 b

Connect Array
Remote Pod Name - No remote pods found on CBS-AZ2 — -

Create Remote Pod

Figure 39. The Create Replica Link dialog

If a remote pod needs to be created, the following dialog will be shown. Provide a name for it and then select OK.
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Create Remote Pod

Enter the remote pod name. The pod will be created along with the replica link.

Name UserDB-DR-POD-AZ2|

= R

Figure 40. The Cre

emote Pod target

Once the replica links have been created, the pod will begin an initial baseline of the volume. This involves an initial copy of
volume data from the local pod to the remote pod.

Pod Replica Links ~ Hoil ==

Local Pod Direction Remote Pod Remote Array Status Recovery Point Lag

o UserDB-DR-POD (promoted) —* UserDB-DR-POD-AZ2 CBS-AZ2 4 baselining e = §
Figure 41. The pod replica link with a baselining status

One the baselining is complete, the replica link should transition to a replicating status.

Pod Replica Links ~ Hofl == 3

Local Pod Direction Remote Pod Remote Array Status Recovery Point Lag

& UserDB-DR-POD (promoted) =i UserDB-DR-POD-AZ2 CBS-A72 @ replicating 2022-08-05 04:02 s H
Figure 41. The pod replica link with a replicating status

Once in a replicating state, the pod on the source Pure Cloud Block Store instance is in a promoted state while the pod on the
target is in a demoted state. A promoted pod allows for both read and write operations to occur while a demoted pod’s
volumes are read only.

A demoted pod’s volumes on the target can be connected to a host but should not be mounted or set as offline until a
recovery process is needed.
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& Disk Management - o
File Action View Help
e m Bml =

Volume | Layout | Type File System | Status | Capacity | Free Spa.. | % Free
= (Disk 0 partition 3) ~ Simple Basic Healthy (E.. 99ME 99 MB 100 %
= (Disk 2 partition 2) ~ Simple Basic Healthy (B... 1023.98 GB 102398.. 100%
= Temporary Storag... Simple Basic NTES Healthy (P.. 64.00GB 590068 82%
= Windows (C:) Simple Basic NTFS Healthy (B... 126.45 GB 108.05GB 85%
= Disk 0

Basic Windows (C:)

126.99 GB 450 MB 99 MB 126.45 GB NTFS

Online Healthy (EFI System || Healthy (Baot, Crash Dump, Basic Data Partition)
= Disk 1

Basic Temporary Storage (D2

64.00 GB 64.00 GB NTFS

Online Healthy (Page File, Primary Partition)

*@ Disk 2

Basic

1023.98 GB 1023.98 GB

Offline ) Healthy (Basic Data Partition)

Zcp-ROM 0

DVD (E)

No Media

W Unallocated Wl Primary partition

Figure 42. An example of a demoted po

ds volumes being

Disaster Recovery Process

In the event of a disaster, the target pod needs to be promoted and the databases attached to a remote SQL Server instance.

In a planned failover, where the source cloud block store instance is still available and replicating, the pod on the source needs
to be demoted first before promoting the pod on the target to ensure no data loss. This can be achieved through the selection

set as offline in Microso

Windows Disk Ma

of the three ellipses in the pod management view and selecting demote.

o
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PURESTORAGE Storage : 61

Array Hosts Volumes Pods File Systems Policies

@ > Pods > & UserDB-DR-POD (promoted)

Storage
Size DataReduction ~ Unique  Replication ~ Snapshots ~ Shared ~ System  Total Promote.
100T @ 31t01 70676 000 000 000 - 70676 D
Rename...

Arrays Clone...
Name Status Frozen At Mediator sy Destroy.
CcBS-AZI ® oniine - oniine
Pod Replica Links ~ Hofl =+ %
Local Pod Direction | Remote Pod Remote Amay Status Recovery Point Lag
o UserDB-DR-POD (promoted) ¥ UserDB-DR-POD-AZ2 cas-az2 @ replicating 2022-08-05 06:29 5%
Volumes ~ Qos | Detats 11011 = } Protection Groups ~ + i
Name & Size | Volumes | Snapshots = Reduction Namea Retention Lock | Snapshots Targets

17 70676 0.00 31to1 : No protection groups found.

Destroyed (0) v Destroyed (0) v
Volume Snapshots ~ [ cenera RS Protection Group Snapshots ~ H
Name Created ¥ Snapshots Name Created ¥ Snapshots.

Al v an v

No snapshots found. No snapshots found.

Destroyed (0) « Destroyed (0) v
File Systems ~ + 3 Policies ~ Gk
Name & Name & Type Enabled
No file systems found. No policies found.

Figure 43. The

In the Demote Pod dialog, ensure Quiesce is selected when it is required that all local data is replicated to the target pod.

Demote Pod

Demoting a pod makes It read-only. If this pod Is a replica link target, Its contents will be reverted to the
latest RPO transferred from the source. The current contents of the pod will be captured In a .undo-demote
pod In the Destroyed and Undo Pods panel untll It Is automatically eradicated.

To demote 'UserDB-DR-POD, click Demote.

@ Quiesce
Quiesce a source pod to ensure that all local data Is replicated to the target pod before this pod Is demoted.

O Skip Quiesce
Skip qulesce to prepare this pod to be a replication target.

Gonee! -

Figure 44. The Demote Pod dialo

In the event of an unplanned disaster, where the source Pure Cloud Block Store instance is offline, only the target pod needs
to be promoted.

Promotion of the target pod can be achieved through the selection of the three ellipses in the pod management view and
selecting Promote.
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PURESTORAGE' Storage

Amay  Hosts  Volumes Pods  File Systems  Policies

@ > Pods > f UserDB-DR-POD-AZ2 (demoted) )]
Storage
Size DataReduction ~ Unique  Replication ~ Snapshots ~ Shared ~ System  Total Promote...
100T@ 3601 53716 688G 000 000 - 50596 Rt
Rename...
Arrays Clone.
Name Status Frozen At Mediatorst  Destroy.
CBS-AZ2 ® onine 2022-08-05 05:43:06 online
Pod Replica Links ~ ot + i
Local Pod Direction Remote Pod Remote Array Status. Recovery Point Lag
f UserDB-DR-POD-AZ2 (demoted) UserDB-DR-POD CBS-AZ1 ® idle 2022-08-05 06:07 2m28s
Volumes ~ W Qos | Detalls | #1of1 = } Protection Groups ~ + 3
Name s Size | Volumes Smapshols Reduction Name & Retention Lock | Snapshots | Targets
= 1T 53716 000 36to1 No protection groups found.
Destroyed (0) ~ Destroyed (0) v
Volume Snapshots ~ E=R e | : Protection Group Snapshots ~
Name Created ¥ Snapshots Name Created v Snapshots
Al v Al v
No snapshots found. No snapshots found.
Destroyed (0) ~ Destroyed (0) v
File Systems ~ + i Policies ~ + 3
Name & Name & Type Enabled
No file systems found. No policies found.

Figure 45, The

A dialog will appear requesting confirmation for the pod promotion. Select Promote to continue.

Promote Pod
Promoting a pod makes It writable and Includes the content from the latest RPO. Replication continues and

new data from the source Is stored In the background.

Click Promote to promote "UserDB-DR-POD-AZ2" with the latest RPO.

Figure 46. The pron

Once the pod on the target instance has been promoted, it should be shown as such in the Pod Replica Links screen.

Pod Replica Links ~ Hofl == 3

Local Pod Direction Remote Pod Remote Array Status Recovery Point Lag

@’ UserDB-DR-POD-AZ2 (promoted) — UserDB-DR-POD CBS-AZ1 @ replicating 2022-08-05 06:32 8s E
Figure 47. A pron ocal pod in Pod Replica Links

If the pod on the source instance has been demoted, it will be displayed as demoted with the quiesced status.

Pod Replica Links ~ Hofl == 3

Local Pod Direction Remote Pod Remote Array Status Recovery Point Lag

f UserDB-DR-POD (demoted) = UserDB-DR-POD-AZ2 CBS-AZ2 ® qulesced 2022-08-05 06:30 15 H
Figure 48. A de and d on the source instance

At this point, once the volume has been promoted, it can be set to online on the target system containing the SQL Server
instance and provided with a drive letter or path.
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*© Disk 2
Basic ‘

1023.98G™ -

Offline Online sta Partition)

Properties

~/CD-Ri Help
DVD (E)

No Media

W Unallocated ."Primary partition

== Disk 2

Basic UserDB (F:)

1023.98 GB 1023.98 GB NTFS

Online Healthy (Basic Data Partition)

~/CD-ROM 0
DVD (E)

No Media

B Unallocated B Primary partition

Change Drive Letter and Paths for UserDB X

Allow access to this volume by using the following drive letter and paths:

L1 Windows (C:) \SQL\UserDB

‘- Add... ] Change... Remove |

volume online in disk management and ensuring it has the correct drive letter or path

Figure 49. Setting a

At this point, the database files can be attached to the target SQL Server instance and recovered. These steps have been set

out within the section on Disaster Recovery for Asynchronous Replication.

Seeding Replicas Across Regions in an Always On Availability Group

Always On availability groups are a feature in SQL Server that provide a replicated environment for a discrete set of user

databases. Availability groups can be created to provide high availability, read scale, or disaster recovery.

An availability group, created between SQL Server instances deployed across regions, could provide a way in which to ensure
disaster recovery for specific databases using replicas connected with asynchronous SQL Server replication.
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SQL Server instances, utilizing Always On availability groups, can be combined with Pure Cloud Block Store data services to
lower costs and increase efficiency. Volume snapshots can be used to replace the automatic seeding and reseeding of
always-on databases while providing a more efficient method of reestablishing high availability in the event of an outage.

Where two (2) Pure Cloud Block Store or more instances are deployed in different regions, asynchronous replication can be
used as the data copy mechanism. As asynchronous replication only transfers unique data (post compression and

deduplication) lower costs and transfer times can be achieved for inter-region data transfers.

This implementation guide for seeding replicas in an Always On availability group using Volume Snapshots only works for SQL
Server 2022 and later as it utilizes the Create a Transact-SQL snapshot backup process. This can be implemented across

availability zones or regions when using two (2) or more Pure Cloud Block Store instances or can be implemented for many

SQL Server instances in the same availability zone using a single Pure Cloud Block Store instance.

In this implementation, there will be no automatic failover between instances and utilizes asynchronous SQL Server replication

for communication between the replicas.

The Microsoft SQL Server documentation contains a Getting Started with Always On Availability groups guide for a detailed

overview of the technology.

Initial Setup
Prior to implementing an Always On availability group, the functionality must first be enabled. This can be accomplished using
the SQL Server Configuration Manager, navigating to the properties for the instance service and then selecting Enable Always

On Availability Groups in the Always On Availability Groups Tab. Once complete, click OK or Apply and restart the service. This

should be done on all instances to join the availability group.

S0L Server (MSSOLSERVER) Properties ? *
Log On Service FILESTREAM
Always On Availabiity Groups Startup Parameters Advanced

Windows Server Failover Cluster:

IThis computer is not a node in a failover duster.
[+ Enable Always On Availability Groups

Allow this instance of SQL Server to use availability groups for high
availability and disaster recovery.

Cancel Apply Help
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The ordering of these steps assumes that the data synchronization preference is set to join only—where the database(s)
intended for the availability group are already on the intended replica(s) and in the restoring state. To use this synchronization
preference, skip initial database synchronization; the availability group database(s) can be restored after the availability group

has been created.

Taking a snapshot backup: Prior to creating a volume snapshot and replicating it, the database needs to be suspended and

prepared for a storage snapshot. To do this execute the following T-SQL command, substituting the database name:

ALTER DATABASE UserDB SET SUSPEND_FOR_SNAPSHOT_BACKUP = ON

A volume snapshot can now be created and/or replicated. This process can be found in the section for Asynchronous

Replication for a Five-minute Recovery Point Objective—Initial Setup.

After the volume snapshot has been created, execute the following command, substituting database name and location for the

metadata file (this file is required for recovery), to finish the snapshot backup process.

BACKUP DATABASE UserDB TO DISK='C:\SQL\UserDB-Replica.bkm' WITH METADATA_ONLY

Recovering from a snapshot backup: At this point, the snapshot backup should be restored either to a new or existing
volume and mounted on the intended replica. Execute the following command, substituting the database name and metadata

file location:

RESTORE DATABASE UserDB FROM DISK = 'C:\SQL\UserDB-Replica.bkm' WITH METADATA_ONLY, REPLACE,
NORECOVERY

Once the database has been restored and is in a restoring state, the final step is to ensure that transaction logs on the replica
and source system are identical. This can be done by backing up the transaction log with the following command, substituting

the database name and intended location:

BACKUP LOG UserDB TO DISK = 'C:\SQL\UserDB-seed.trn’' WITH FORMAT

To restore the transaction log to the intended replica, execute the following command, substituting the database name and

transaction log backup location:

RESTORE LOG UserDB FROM DISK = 'C:\SQL\UserDB-seed.trn' WITH NORECOVERY

At this point, the creation of a new availability group or the joining of the database to an existing availability group can occur.

Join only initial synchronization: Using the join only option for the availability group, enter the New Availability Group Wizard

in SQL Server Management Studio.
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In the Specify Options section, provide a name for the availability group and specify a Cluster type and then select Next.

") New Availability Group - [m} x
» - P N
J { Specify Availability Group Options
Introduction @ Help
Specify Options
Specify availability group options

Select Databases

ey Availability group name: [SOL-Cross-Region-DR |

Select Data Synchronization Cluster type: NONE v

Validation [ Database Level Health Detection

Summary [ Per Database DTC Support

Results

<Previous | [ Net» || Cancel

Figure 51. N ility Group Wizard, Specify Availability Group Options

In the next option, Select Databases, select all the databases that will be added to the availability group and then select Next.

") New Availability Group - o x I
»
J 1 Select Databases
Introduction @ Help
Specify Options
Select user databases for the availability group.

EIT
] User databases on this instance of SOL Server:
] Specify Replicas Name Size Status Password

Select Data Synchronization =

Validation

Summary

Results

E
<previous | [ Next> | Cancel |
-

ses in the New Ava

Figure 52. Selecting

@

bility Group wizard
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In Specify Replicas, select Add Replica and connect to the intended replica instances with the relevant user. Once the SQL
service instances that will be used as availability replicas are all present, set the Availability Mode. For cross-region disaster
recovery, it is recommended to set Asynchronous commit as the Availability Mode. Select Next to continue.

7 New Availability Group — m] X
> N -
] Specify Replicas
Introduction @ Help
Specify Options
Specify an instance of SQL Server to host a secondary replica.
Select Databases
= Replicas Endpoints Backup Preferences Listener Read-Only Routing
Specify Replicas
Availability Replicas:
| Select Data Synct
Initial Automatic
Validation Server Instance Role Failover (Upto  Awailability Mode Readable Secondal
5
SLnryy Primary ‘ O ‘Asyn(hmnous commit V|Nu
Results sQL-AZ2 secondiry | O |Asynchronus commit ~ |No
< >
Add Replica... Remove Replica
Summary for the replica hosted by SQL-AZ1
Replica mode: Asynchronous commit
This replica will use asynchronous-commit availability mode and will only support forced failover. Data loss could
oceur during failover.
Readable secondary: No
Inthe secandary role, this availabilty repiica wil not allow any connections
Required synchronized secondaries to commit (0 >
< Previous MNext > Cancel
Figure 5: lecting databases in the New Availability Group Wi

On this screen, select Join only if the database has already been restored and is ready to join. Select Skip initial data
synchronization if the database has not been restored and is not ready to join the availability group. Select Next to continue.

i) New Availability Group - | X
» - -
1 Select Initial Data Synchronization
Introduction @ Help
Specify Options
Select your data synchronization preference.
Select Databases
(O Automatic seeding
Speciy Replicas SOL Server automatically creates databases for every selected secondary replica. Automatic seeding
requires that the data and log file paths are the same on every SQL Server instance participating in the
availability group.
Validation
O Full database and log backup
SURIEA Starts data synchronization by performing full database and log backups for each selected database.
f— These databases are restored to each secondary and joined to the availability group. Make sure the file
share is accessible to all replicas and is mounted to the same directory on all Linux replicas.
Specify the file share path in Windows format:
Browse...
Specify the file share location in Linux format:
@ Join only
Starts data synchronization where you have already restored database and log backups to each
secondary server. The selected databases are joined to the availability group on each secondary.
(O Skip initial data synchronization
Choose this option if you want te perform your own datebase and log backups of each primary
database.
<Preious Cocs
Figure 53. Initial data synchronization in the New Availability Group Wizard Initial Data Synchronization
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Ensure all the critical availability group validation steps have a result of Success or Skipped. Warning results should be
inspected prior to continuing. Select Next to proceed to the summary and check the summary view prior to continuing.

7] New Availability Group - o x
Lay |
»

.‘ { Validation

Introduction @ Help

Specify Options
Results of availability group validation.
Select Databases

Name Result

51 Repl
=iy dres Checking for free disk space on the server instance that hosts secondary replica SOL-AZ2 | Skipped

[i]

Select Data Synchronization 10| Checking if the selected databases already xist en the server instance that hosts second... | Skipped
[i]
[i]

Checking for the existence of the datzbase files on the server instance that hosts second... | Skipped

ation
Checking for c of the database file Iocations on the server instance that host... | Skipped
Summary (4| Checking whether the endpoint is encrypted using a c algorithm Success
Results (@) Checking replica availability mode Success
\| Checking the listener configuration Warning

< Previous || Next > || Cancel ‘

Figure 54. Validation in the New ability Group

Ensure that in the results view that each step of the wizard completed successfully or was skipped, and the database(s) joined
successfully.

) New Availability Group. - [} X

J’ l Results

Introduction (@ Help
Specify Options
Select Databases @ The wizard completed successfully.
Specify Replicas Summary:
Select Data Synchronization Name Result
D @ Configuring endpoints. : Success
(& Starting the 'AlwaysOn_health’ extended events session on 'SOL-AZ1". Success
Summary (2| Cenfiguring endpoints. Success
_ @ Starting the 'AlwaysOn_health' extended events session on 'SQL-AZ2". Success
(@ Creating availability group 'SOL-Cross-Region-DR'. Success
(@ Waiting for ity group 'SOL-Cross-Region-DR' to come online. Success
(9 Joining secondaries to group 'SOL-Cross-Region-DR", Success
@ Creating a full backup for 'UserDE'. Skipped
@ Restoring 'UserDB’ on 'SQL-AZ2'. Skipped
@ Backing up log for 'UserDB" Skipped
@ Restoring 'UserDB' log on 'SQL-AZ2". Skipped
| Joining 'UserDB' to ility group 'SOL-Cross-Region-DR' on 'SOL-AZ2', Success

Figure 55. Skip initia
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Using skip initial data synchronization, the availability group must already be created prior to the database being joined to it.

Once the database has been restored to the intended replica and is in a restoring state, it can be joined to the availability
group. To join a database to an existing availability group using SQL Server Management Studio expand the availability groups
until the availability databases are listed. Select a database and bring up the context menu for it, selecting Join to Availability
Group.

Ohbject Explorer AR Il 50LQuery3.sql - SQ...[50
c' e RESTORE LOG Usi

Connect~ i K? I

= @ S0L-AZ2.solnlocal (SOL Server 16.0.700.4 - SOLN\L
=] Databases
Systern Databases
Database Snapshots
1§ UserDB (Restoring...)

Security

Server Objects

Replication

PolyBase

=] Always On High Availability

=] Availability Groups
=) BN SOL-Cross-Region-DR (Secondary)
Availability Replicas
=] Availability Databases

A;rail Join to Availability Group...
Management Start PowerShell
Integration Servi
ﬂ SOL Server Agen Reports N
{%] XEvent Profiler Refresh

Figure 56. The C

Explorer in SQ Management Studio expanded to Availability Da

In the Join Database to Availability Group dialog check Stop executing after first error and then select OK.

47 Join Database to Availability Group 'SQL-Cross-Region-DR' — O x
10 Ready
Select a page LT Script ~ | @ Help
& Default To join the listed databases to the availability group "SQL-Cross-Region-DR', click OK.
Name Result
UserDB

Updating Object Explorer

Connection
¥ SQL-AZ2soln local
[SOLN'\DBETest]

View connection properties

| Progress Eror Options

Ready (O) Continue executing after emor
(®) Stop executing after first emor

Cancel Help

Figure 57. Join Datab
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Once the database has been joined to the availability mode and is synchronized, this will be reflected in the availability groups
on all replicas and set as “synchronized.”

Object Explorer v 1 X | Object Explorer v oXx
Connect~ ¥ *f = 7 & & Connect~ ¥ *¥ = 7 ¢ >
= @ SQL-AZl.soln.local (SOL Server 16.0.700.4 - SOLN\DBTest) [l = i@
=] Databases =] Databases
System Databases System Databases
Database Snapshots Database Snapshots
@ @ UserDB @ UserDB (Synchronizing)
Security Security
Server Objects Server Objects
Replication Replication
PolyBase PolyBase
= Always On High Availability =] Always On High Availability
(=] Availability Groups = Availability Groups
ERLLE SOL-Cross-Region-DR (Primary) = 8 SQL-Cross-Region-DR (Secondary)
B Availability Replicas = Availability Replicas
¥ SQL-AZ1 (Primary) B sqL-Az1
¥ SQL-AZ2 (Secondary) R¥ SQL-AZ2 (Secondary)
= Availability Databases =] Availability Databases
@ UserDB @ UserDB
Availability Group Listeners Availability Group Listeners
Management Management
@ [ Integration Services Catalogs Integration Services Catalogs
3 SQL Server Agent (Agent XPs disabled) 2% SQL Server Agent (Agent XPs disabled)
{%] XEvent Profiler {%] XEvent Profiler

Figure 58. Two replicas in a synchronized state in SQL Server Management Studio

Ransomware Remediation with SafeMode SnapShots

An additional layer of security can be added to Pure Cloud Block Store instances with the use of SafeMode™.

SafeMode creates a separation of power between Pure Cloud Block Store administration functions and the eradication of data.
SafeMode Snapshots apply to volume snapshots and can be combined with replication to offer superior resilience to data loss
and integrity concurrently.

Volume Snapshots on Pure Cloud Block Store are immutable meaning, they cannot be changed. A new volume can be created
from a snapshot, but the state of the snapshot will remain unchanged from the moment it was taken. This assists with
ransomware remediation as data cannot be changed or affected by malicious software attempting to encrypt it and will thus
provide a recovery point that organizations can rest assured has not been compromised.
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https://www.purestorage.com/solutions/data-protection/ransomware/safemode.html
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Conclusion

Pure Cloud Block Store provides several methods to implement efficient and cost-effective disaster recovery for Microsoft
SQL Server. Different data services and software capabilities can be combined to achieve different recovery point objectives
and mitigate against several disaster resolution scenarios. As organizations migrate to public cloud infrastructure, they need to
be reassured that the tried and tested disaster recovery tools are available for their use, no matter where their database
workloads are deployed. Pure Cloud Block Store provides this reassurance while also lowering the cost burden of data storage
and movement.
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