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Achieve faster backup and restore without complexity.
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Introduction

We can all agree that backup isn't glamorous. It's easily overshadowed by the many exciting
developments around containers, Al, and myriad other new and shiny technologies. But it's still a
critical underpinning to business success. With ransomware and data breaches growing more common
all the time—Bitdefender measured a 715% increase in attacks in 2020—it's more important than ever
to have a backup and recovery solution that can ensure your data is protected quickly and get you
back online faster in the event of a compromise.

Enter Pure Storage® FlashArray//C and Veeam. FlashArray™ enhances the simple protection and
recovery experience of Veeam Backup & Replication with the speed of flash and efficient data
reduction to give you a powerful, scalable backup platform that's easy to deploy and manage.
FlashArray SafeMode™ snapshots mitigate against attacks on your backup data by ransomware, rogue
admins, and other bad actors. And it's delivered at QLC economics, with the future-proofing of
Evergreen™ Storage.

This white paper is intended as a how-to and best practices guide to assist with the design and implementation of Pure
Storage FlashArray//C into Veeam Backup & Replication environments. The target audience for this document includes, but is

not limited to, system architects, systems engineers, IT managers, and storage administrators.

Solving Backup and Recovery Challenges

Backup and recovery have never been more critical to businesses. As data continues to grow exponentially, accelerated by
the COVID-19 pandemic, and ransomware attacks grow ever more common and sophisticated, the ability to recover data and
applications quickly can mean the difference between a temporary disruption and major hit, or even bankruptcy. As the

statistics for cyberattacks continue to rise in 2021, it's clear you need to ensure you can not only restore your services but do

it quickly.

Veeam V11 and FlashArray//C can help you get more of your critical workloads back online immediately by taking advantage of
the all-flash FlashArray architecture to accelerate the performance of Instant VM Recovery. That enables you to run those

critical services closer to production speeds while you're getting them back on the Tier 1 systems where they usually run.

Traditional backup and recovery also benefit. FlashArray//C can help you shrink your backup window and reduce recovery time
objective (RTO) for streaming restores. If you have your production VMs on FlashArray, you can use the Pure plug-in for

Veeam to incorporate hardware snapshots into your backups, lessening the "stun" effect on your production VMs and hosts.

As IT budgets continue to be stretched, reducing the total cost of ownership (TCO) is essential for enabling all your technology

goals. Veeam and FlashArray//C are designed to be easy to deploy and manage. Combining simplicity, disaggregated compute
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and storage, flash throughput, and QLC density makes you more agile and able to react to changes and threats without

breaking the bank.

FlashArray//C

FlashArray//C builds upon the industry-leading success of the FlashArray platform, extending flash performance to workloads
that need high capacity more than the lowest latency. FlashArray//C optimizes data density through features such as
DirectFlash® managed QLC, inline data reduction, and global deduplication, making it a perfect fit for high-performance
backup storage. With integrated SMB and NFS file services, FlashArray//C can serve multiple use cases in a very small
footprint. Pure Evergreen Storage ensures your environment stays simple and modern for as long as you own it. Non-

disruptive upgrades of controllers and storage mean the end of forklift refreshes and migrations.

Veeam

Veeam Backup & Replication (VBR) is an industry-leading data protection software for small to medium businesses to large
enterprises. VBR is known for easy deployment, broad compatibility, and high performance. Veeam continues to evolve the
platform with improvements to performance and scale, enhanced Instant VM Recovery, and hardening for ransomware

protection.

Pure and Veeam: Better Together

When you deploy VBR with FlashArray//C as its storage, you get a winning combination. FlashArray//C amplifies the
performance of VBR, giving you backup and, importantly, recovery at the speed of flash. Always-on data reduction—across all
your Veeam repositories on FlashArray//C —enhances the efficiency of Veeam backups, driving high storage density in a small
footprint and reducing TCO without sacrificing performance. SafeMode Snapshots provide peace of mind against ransomware
attacks destroying your backups. And you can deploy confidently knowing FlashArray//C is Veeam Ready qualified.

Pairing VBR with FlashArray//X for primary storage makes the story even better. VMware datastores become extremely fast
without complexity. The Veeam Universal Storage API seamlessly incorporates hardware snapshots into backups to prevent

VM stun. Veeam Explorers let you quickly restore data from FlashArray snapshots for lower recovery time objective (RTO).
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Solution Architecture

Figure 2 illustrates the logical architecture of the solution. The source VMware vSphere VMs reside on VMFS datastores on
FlashArray//X. Veeam proxies read VM data, using one of the Veeam transport modes, and transfer it to the Veeam backup

repository server, which stores the data on FlashArray//C volumes. You can add more proxies as needed.

Veeam can use the backup data and snapshots for traditional restore and Instant VM Recovery operations, as well as an on-

demand sandbox and SureBackup verification.

: T Source VMs Virtual Lab
ESXi LT I : . : . +« SureBackup
hosts (TS TR L L L L +  On-Demand
. _ _ _ Sandbox
Primary - l - | | : |
storage ;
Universal APl [~ :
Snapshots (== __\[%’l//ﬁ
Veeam® '
Physical or e
Virtual Proxies THTITHCER  CTEETHTS S (ITITITIT
Veeam Backup T
Repository =
ic| _—
\ Discsl| [_J |
I «+—— Backup/Recovery
Pure FlashArray//C _ «<— Instant Recovery
Figure 2: Solution logical architecture

Figure 3 shows the physical architecture in which all systems interconnect through an IP network. FlashArray//X serves
vSphere datastores over iSCSI or Fibre Channel (FC). One or more Veeam repository servers connect to block volumes on
FlashArray//C using iSCSI or FC. Proxies also access the datastores and FlashArray snapshots over iSCSI or FC by using the
direct storage access transport, through vSphere datastores with the virtual appliance transport (for proxies on VMs), or
through the vSphere hosts by using the NBD transport.


https://helpcenter.veeam.com/docs/backup/vsphere/transport_modes.html?ver=110
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Figure 3: Solution physical architecture

Scaling

A single backup repository and mount server on the VBR server will deliver enough performance to meet backup and recovery
needs for many VMware environments. One or more backup proxies will manage the data movement for backup and recovery,
and you can add proxies based on your requirements. We recommend deploying FlashArray//C as a scale-out backup
repository (SOBR), which you can easily grow to multiple repository volumes and servers if you need more capacity or
processing power. You can also add mount servers to improve Instant VM Recovery performance.

The Veeam Help Center has detailed information about supported deployment scenarios.

Lab Setup

Server Details

For the lab testing, we used a four-node ESXi cluster, a physical VBR server, two physical backup proxies, and two virtual
proxies. Table 1 shows the hardware and configuration details.


https://helpcenter.veeam.com/docs/backup/vsphere/deployment_scenarios.html?ver=110
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Server Role Networking Storage gperatlng
ystem

2x Intel Xeon E5- 512GB 2 x Mellanox 4 datastores from 3 VMware ESXi
ESXi Host 2697 v2 @ 2.70GHz, MT27500 family FlashArray//M70 6.7.0
(x4) 24 cores total network adapter @ arrays

HyperThreading 40Gbps

enabled

2x Intel Xeon E5- 512GB 2 x Mellanox 256GB Toshiba SSD Windows Server
Veeam 2697 v2 @ 2.70GHz, MT27500 family on 6Gb SATA 2019 data
Backup 24 cores total network adapter @ iSCSI LUNs from center build
Server HyperThreading 40Gbps, in LACP FlashArray//C 1809

enabled team iSCSI connection to

FlashArray//M70

2x Intel Xeon E5- 512GB 2 x Mellanox 256GB Toshiba SSD Windows Server
Y::;S“i‘c::)wy 2697 v2 @ 2.70GHz, MT 27500 family on 6Gb SATA 2019 data
(x2) 24 cores total network adapter @ center build

HyperThreading 40Gbps, in LACP 1809

enabled team

8 vCPU 20GB vmxnet3 virtual 40GB VMDK Windows Server
Veeam Proxy
(Virtual) (x2) adapter iSCSI connection to 2016 data

FlashArray//M70 center

Storage Details

A FlashArray//C60R3 hosted the Veeam backup repository. Source VMs were hosted on FlashArray//M70 arrays. All arrays

were connected using 4x10GbE iSCSI.

Storage Role

Array Model

Purity Releases

Physical Storage

iSCSI
Sessions

Backup Repository FlashArray//C60R3 6.1.4; 6.1.3 (Instant VM 195.15TB (usable) 1 per target
Recovery)
Data Source (x3) FlashArray//M70 6.0.3 21TB (usable) 8 per target
per ESXi
host

Source Data Details

We built 96 source VMs with the configuration shown in Table 3. The VMs were evenly distributed across the ESXi hosts and
FlashArray//M70 datastores, with 24 VMs per host and 32 VMs per datastore. Each test used some part of the VM set,

distributed as evenly as possible across the hosts and datastores.
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VM Role

Networking

Operating

Storage System

Table 3:Test

2 vCPU 4GB

ESXi Host (x4)

VM details

vmxnet3 1x100GB VMDK Windows 10
virtual thin provisioned
adapter

The test data set on each VM was a blend of unique data generated on the VM and shared data copied across the VMs, with

variable compressibility between 0% and 40% compressible. Between backups, we added randomly selected data from a

shared pool to generate data changes with partial overlap across the VMs. Average simulated daily change rate was 5%.

Adding FlashArray//C Volumes as Veeam Backup Repositories

To set up the backup repositories, we followed the below procedure.

Create the Repository Volume on FlashArray//C

1.

Define the repository host on FlashArray//C (Figure 4).

Create Host

Name sn1-r720-d06-01

Personality None -

Create Multiple... Cancel

Figure 4: Creating the repository host to FlashArray//C

Configure iSCSI IQNs for 'sn1-r720-d06-01'

Port IQNs ign.1991-05.com.microsoft:sn1-r720-d06-01

Cance' ‘ “

Figure 5: Adding iQN to repository host on FlashArra

. Create a 200TB volume for the repository (Figure 6).

Create Volume

Pod or Volume Group none

Name veeam11-repo01

Provisioned Size 20q T -

QoS Configuration (Optional) v

Create Multiple... Cancel

o

. Add the host ports to the host. In our lab, we added the iSCSI iQN (Figure 5).
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Connect the volume to the repository host (Figure 7).

Connect Hosts

Available Hosts Selected Hosts

O |snt 170f7 1 selected Clear all
sn1-r720-d06-01 sn11720-d06-01 x
O sn1-r720-d06-03
() snt-r720-d06-05
(J sn1-r720-g08-01
[ sntr720-g08-27
(J sn1r720-g08-29

() sntr720-g08-31

LUN | Automatic

Figure 7: Connecting repository volume to host on FlashArray//C

Mount and Format Repository Volume
1. Connect the repository host to the FlashArray//C using iSCSI or Fibre Channel. For iSCSI, connect 1 session for each iSCSI

target IP address on FlashArray//C (Figures 8 and 9).

NOTE: FlashArray//C will not allow a host iSCSI access unless it is configured with at least one connected volume.

Connect To Target X

Target name:
| ign. 2010-06.com. purestorage: flasharray.6022d65ad5a8fb73

[7] Add this connection to the list of Favorite Targets.
This will make the system automatically attempt to restore the
connection every time this computer restarts.

h
o] oot

Figure 8: Enabling multiple iSCSI sessions

Advanced Settings ? X
General IPsec
Connect using
Local adapter: Microsoft iSCS! Initiator vl
Initiator [P: 10.21.126.50 v
Target portal IP: 10,21.126, 108 / 320 v

Figure 9: Defining iSCSI connection endpoints

O o
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In our lab, we ended up with four iSCSI sessions (Figure 10).

Properties X

Sessions  Portal Groups

Identifier

[ ffffb202c2cf3010-40000 1370000000b
[[] ffffb202c2cf3010-400001370000000¢
[] ffffb202c2cf3010-400001370000000d

Figure 10: iSCSI sessions after setup

2. Rescan for new storage, then bring the new disk online. Create a new ReFS volume with a 64K allocation unit size. Mount
the volume to a drive letter (Figure 11).

NOTE: We recommend using Windows Server 2019, build 1809 or newer, for ReFS repositories. Previous releases were
not aggressive about reclaiming capacity. You may also use NTFS, with a 64K allocation unit size, but we do not

recommend running synthetic full backups on NTFS repositories. See the Storage Consumption section below for more

information.

=, New Volume Wizard — O X

Confirm selections

Before You Begin Confirm that the following are the correct settings, and then click Create.

Server and Disk
VOLUME LOCATION

Size

Server: sn1-r720-d06-01
Drive Letter or Folder Disk: Disk 9
File System Settings Free space: 200TB

VOLUME PROPERTIES

Volume size: 200 TB

Drive letter or folder: L\

Volume label: Veeam Repository

FILE SYSTEM SETTINGS

File system: ReFS

Short file name creation: Disabled

Allocation unit size: 64.0 KB

<Previous | | Next > | Create | | Cancel

Figure 11: Creating the ReFS repository volume in Windows
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Create a Veeam Scale-out Backup Repository on the Volume
1. Add a backup repository, selecting the options for direct-attached storage and Microsoft Windows. Enter a repository

name and select the appropriate repository server.

2. For the repository location, enter a folder path on the new repository volume. Limit the maximum tasks to the number of
physical CPU cores (Figure 12).

New Backup Repaository X

Repository
Type in path to the folder where backup files should be stored, and set repository load control options.

Name Location
Path to folder:
Server [ L:\Backup

Browse...

T = e oo i

W= Free space: <Unknown>

Mount Server
Load centrol

Review Running too many concurrent tasks against the repository may reduce overall performance, and
cause |/0 timeouts. Control storage device saturation with the following settings:
Apply [ Limit maximum concurrent tasks to: 24 ;
Summary [] Limit read and write data rate to: 1 2 |MB/s
Click Advanced to customize repository settings.
< Previous Next > Finish Cancel
Figure 12: Limiting Veeam backup repository concurrent tasks

3. Click Advanced to configure the repository settings for FlashArray//C. Enable the Align backup file data blocks,

Decompress backup file data blocks before storing, and Use per-machine backup files options, then click OK (Figure
13).

NOTE: While the SOBR will override the per-machine backup files behavior, it is good practice to set it on all
FlashArray//C repositories.

Storage Compatibility Settings X

[“] Align backup file data blocks (recommended)
Significantly improves backup and restore performance while reducing storage
CPU usage by avoiding unaligned I/0. Increases backup size by less than 2%.
[“] Decompress backup file data blocks before storing
Source data mover compresses data according to the backup job compression
settings to minimize LAN traffic. Uncompressing the data before storing allows
for better deduplication ratio on most deduplicating storage appliances.
This repository is backed by rotated drives
Ba g to th ory will toler

Improves backup performance for storage devices benefiting from multiple I/O
streams. This is the recommended setting when backing up to enterprise grade
block storage and deduplicating storage appliances.

(o] one

Figure 13: Ad\

1 backup repository options

o 1
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4. Set the mount server options, then review and apply the settings (Figure 14).

New Backup Repository X
o, Summary
=71 You can copy the configuration information below for future reference.
==
Name Summary:
indows backup repository 'FlashArray//C Repository' was successfully created.

Server

Mount host: sn1-r720-d06-01
Repository Backup folder: L:\Backup

\Write throughput: unlimited
Mount Server Max parallel tasks: 24
Review
Apply

< Previous Next > Cancel
Figure 14: Finishing Veeam backup repository setup

5. Add a scale-out repository. After entering a name and description, add the newly created repository as an extent (Figure
15). Click on Advanced to open the advanced settings.

New Scale-out Backup Repository X
- Performance Tier
== Select backup repositories to use as the landing zone and for the short-term retention.
EITE_E]
Name Extents:
E-Decompress ‘ e ‘
Placement Policy
Capacity Tier
Summary
Click Advanced to specify additional scale-out backup repository options.
< Previous ‘ l Next > Finish Cancel
Figure 15: Adding a SOBR extent

6. Enable the Use per-machine backup files option if not already selected (Figure 16). Click OK, then click Next to continue.
If prompted to automatically update jobs and backups to use the new repository, click Yes.

o 12
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Advanced Settings X

[“] Use per-machine backup files (recommended)

Improves backup performance for storage devices benefiting from multiple I/O
streams. This is the recommended setting when backing up to enterprise grade
block storage and deduplicating storage appliances.

[[] Perform full backup when the required extent is offline

When a repository extent with previous backup files cannot be reached, jobs will
perform an active full backup instead of failing to create an incremental backup.
Scale-out repository must be sized appropriately to handle multiple fulls.

coc

Figure 16: SOBR advanced settings

7. Select the Data locality placement policy (Figure 17). With multiple extents in a SOBR, the Performance policy will make
synthetic full backups behave more like NTFS repositories, losing much of the efficiency of Fast Clone.

New Scale-out Backup Repository X

Placement Policy

Choose a backup files placement policy for this perfformance tier. When more than one extent matches the placement policy,
Er— backup job will chose extent with the most free disk space available.

Name (® Data locality

. All dependent backup files are placed on the same extent. For example, incremental backup files will
Performance Tier be stored together with the corresponding full backup file. However, the next full backup file can be

_ created on another extent (except extents backed by a deduplicating storage).

(O Performance

Capacity Tier Incremental backup files are placed on a different extent frem the correspending full backup file,
providing for better backup file transformation performance with raw storage devices. Note that
Summary losing an extent with a full backup makes restering from increments impossible.
e e cement cy for full and incremental backup files Customize...

Figure 17: SOBR placement policy

8. Complete the repository creation without any additional options.

NOTE: While we did not enable the capacity tier, there are no issues with doing so if you wish to use the public cloud or

another archive storage option.

Exclude Veeam Processes from AV scanning

For maximum performance, ensure the VeeamAgent.exe and VeeamDeploymentSvc.exe processes are excluded from AV

scanning. In our lab, we used the following PowerShell commands to exclude them from Windows Defender monitoring.

Add-MpPreference -ExclusionProcess 'C:\Program Files (x86)\Veeam\Backup
Transport\x86\VeeamAgent .exe'
Add-MpPreference -ExclusionProcess 'C:\Program Files (x86)\Veeam\Backup
Transport\x64\VeeamAgent .exe'

Add-MpPreference -ExclusionProcess 'C:\Windows\Veeam\Backup\VeeamDeploymentSvc.exe'

{‘:,) 13
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Testing Details

We set out to measure several factors with Veeam V11 deployed on FlashArray//C. We wanted to see a performance difference
between physical and virtual backup proxies, whether NTFS or Resilient File System (ReFS) repositories were better, how the
Veeam compression and deduplication settings affect performance, and how FlashArray//C data reduction shrinks Veeam

backups.

We ran a series of operations, varying the number of VMs, proxy type, and file system. For all variations, we backed up sets of
VMs, starting with an active full backup, followed by five simulated days of 4GB data change and incremental backups, plus a
synthetic full backup. We then ran full VM restores for all the VMs in the backup set. We also ran instant recovery and

migrations to measure performance and scaling. We measured data reduction and storage consumption at the host and array.

We deleted all backup data and allowed garbage collection to complete before beginning the next test.

To limit the influence of ESXi servers, VM load, and networking on throughput, all backups used FlashArray storage snapshots
orchestrated through the Pure plug-in. We performed all backups from snapshots with Direct SAN mode, where snapshots
were attached directly to the VM proxies. All full VM restores also used Direct SAN mode. For more information on transport

modes, see the Veeam Help Center.

Test Results

Physical and Virtual Backup Proxies

First, we looked at the difference between physical and virtual backup proxies. To ensure as fair a comparison as possible, we
limited the physical proxies to eight concurrent tasks even though can handle many more. Veeam does not recommend more

than eight vCPUs in a virtual proxy.

It's important to note that the backup and restore statistics that follow include more than just data movement. Creating and
deleting VMware snapshots and manipulating storage adds some time to backup jobs. That time isn't factored in the average
processing rate Veeam reports, so our tests’ processing rates and durations will not match up. Peak processing rates were

consistently higher than the averages.

When restoring VMs, Veeam likewise does not include VM creation in its processing rate. The restore process also managed
VMs in individual jobs, so there were no overall statistics to use. The numbers in our tests are based on the earliest start time

and latest completion time, with processing rates averaged from the entire amount of data divided by the overall duration.

Backup

As shown in Figure 18, performance between physical and virtual proxies was significantly different. Although the CPU types
are identical, networking was the most significant factor determining performance: iSCSI throughput on the virtual proxies
limited by the hypervisor. The physical proxies reached throughputs up to 67% higher than the virtual proxies. In our lab
environment, it would take more virtual proxies to equal the processing power of the physical proxies. Other environments

might see a narrower performance gap or no gap at all.

o 14
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Active Full Backups by Proxy Type - 8 Tasks Per Proxy
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Figure 18: Backup performance by proxy type

Performance scaled better than linearly as we backed up more VMs. Each doubling of VM counts increased backup times by
less than 80%. This trend is most noticeable below the maximum tasks available on all proxies, where there is headroom to run
more concurrent backups. Crossing that threshold, moving from 16 to 32 VMs, still sees less than an 80% increase, mainly
because the overhead of quiescing VMs, creating snapshots, and attaching them to the proxies stays fairly consistent as more
VMs are backed up.

On the physical proxies, we also measured the effect of increasing the number of tasks per proxy from eight to 24 to take
advantage of the 24 physical CPU cores (Figure 19). At eight tasks per proxy, backups can process 16 parallel VMs, so we
didn't see any difference until we reached 24 VMs. As the number of VMs being processed increased, we saw more efficiency
as the proxies spent proportionally more time transferring data. However, the repository was already close to its maximum
write speed with 16 concurrent VMs, so there wasn't much room for improvement. We saw an average backup processing rate,
including all preparation tasks such as VM snapshots, of 9.3TiB/hr.
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Figure 19: Backup performance scaling by

Restore
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Since our source VMs use thin-provisioned disks, Veeam defaults to network (NBD) mode on restore. To keep the comparison

between physical and virtual proxies equal and keep the hypervisor out of the mix as much as possible, we chose to have

Veeam convert the virtual disks during restore to thick provisioned eager zero format and force Direct SAN mode. We used the

same backup job as the source for all the restore tests so the restored data would be consistent.

On the physical backup proxies, with eight tasks per proxy, restores were faster than backups (Figure 20). Part of the
difference is the snapshot processing during the backups, but the average processing rate was up to 200MiB/s higher. The

lower available bandwidth on the virtual proxies held them back, limiting them to an overall processing rate of under 750MiB/s,
or around 2.5TiB/hr.
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We also compared restore times with eight and 24 tasks per proxy (Figure 21). For 16 concurrent VMs and below, the restore

times are virtually the same since there are not enough total tasks to consume more than eight tasks per proxy. From 24 to 48

tasks, the extra available tasks did improve throughput, but by less than 15%. As with backups, Veeam is already pushing the

FlashArray//C near its limit at 16 tasks, and the per-VM overhead equalizes the overall performance at higher VM counts. With

the VMs sized at 100GiB, the average restore throughput works out to a little over 9TiB/hr.

Restore Performance by Tasks Per Proxy
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Figure 21: Restore time by the number of tasks per prox

FlashArray//C removed the traditional restore penalty with physical proxies, with data protection and recovery rates close to
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10TiB/hr. This means less downtime cost due to ransomware or other data events.

Repository File System

Veeam V11 supports both NTFS and ReFS repositories on Windows servers. Veeam recommends ReFS to take advantage of
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fast cloning for faster synthetic full backups, but some customers choose to use NTFS with SAN storage such as FlashArray to

gain TRIM/UNMAP support. While TRIM/UNMAP is not supported on ReFS, with Windows Server 2019 it is more aggressive
than NTFS at releasing unused space.

We compared full, incremental, and synthetic full backup and restore performance and storage consumption with both file

system types, using sets of four, eight, 16, and 32 VMs. All tests used physical proxy servers limited to 24 tasks.

Backup

On active full and incremental backups, backup times were comparable between NTFS and ReFS. As the number of VMs
increased, active full backups to ReFS repositories pulled ahead of NTFS. As Figure 22 shows, ReFS has a clear advantage
over NTFS when it comes to synthetic full backups. Whereas Veeam must read and write back the entire data set for the

backup job on an NTFS repository, ReFS fast cloning cuts the synthetic full time by more than half, and the difference

increases as the data grows.
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NTFS vs. ReFS Backup Times
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Figure 22: NTFS and ReFS backup times

Note that the job duration in Figure 22 is not limited to creating the synthetic full backup file. Veeam performs an incremental
backup as part of the synthetic full backup session, so the time includes that. As Figure 23 shows, for a large set of VMs, the
synthetic full can be a small part of the overall time; ReFS fast clone let Veeam create a synthetic full backup of almost 9TB of
source data in under five minutes. In a large environment, ReFS can save many hours of backup time per week.
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Figure 23: ReFS synthetic full portion of the backup session
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Restore

We measured NTFS was about 10% faster than ReFS for full VM restore (Figure 24). ReFS managed to average over 8.8TiB/hr.,
with NTFS achieving 9.7TiB/hr. Both exceeded the performance of active full backups by a wide margin. Factoring in the
benefits of Fast Clone, however, ReFS is the better option overall.

NTFS vs. ReFS Full VM Restore Times
0:23:02
0:20:10
0:17:17
0:14:24

0:11:31

mNTFS
0:08:38 ReFS
0:05:46
0:02:53 I I
0:00:00
4 8 16 32

Number of VMs

Overall Duration
(lower is better)

Figure 24: NTFS and ReFS restore times

Storage Consumption

With each backup cycle, we measured the peak and post-reduction consumption on the FlashArray//C. As shown in Figure 25,
peak consumption was much lower on ReFS than on NTFS, but both file systems ended up using almost the same amount of
space. The efficiency of fast cloning in ReFS makes synthetic full backups effectively zero-footprint, while NTFS must read
and rewrite nearly the entire set of backup data. FlashArray//C removes the duplicate data from NTFS anyway, making it
effectively wasted storage, /O, and time. We recommend against running synthetic full backups with NTFS repositories.

Physical Storage Consumption
NTFS vs. ReFS

3500
< 3000
2 2500
3 2000
5 1500
g 1000 m Peak
o 500 l I After reduction

0 [ | | .
NTFS ReFS NTFS ReFS NTFS ReFS NTFS ReFS
4 8 16 32
Number of VMs
Figure 25: NTFS and ReFS storage consumption

Data Reduction

FlashArray//C compresses and deduplicates data across the entire array, so it's able to remove commonalities both within and
between Veeam backup files. This adds significant data reduction to a Veeam backup environment. Before each backup, we
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deleted all the data from the Veeam repository and waited for ReFS and the array to finish freeing unused storage. This
resulted in a consistent starting point of 671GiB used on the repository volume, as reported by Windows, which represented
under 5GiB unique data on FlashArray. We collected statistics for each backup run after the array had reached a steady state
to measure data reduction. We looked at the reported storage consumption on the ReFS repository volume and the FlashArray
volume it resides on, plus the data reduction rate (DRR) FlashArray reported for the volume.

As Figure 25 shows, accurately measuring overall data reduction requires looking at several statistics. The ReFS volume
consistently showed over six times as much used storage as the amount of unique data reported on FlashArray. On top of that,
due to Fast Clone with ReFS, the repository folder's logical size was as much as 60% higher than the ReFS volume reported as
used. Since ReFS-cloned blocks aren't exposed to FlashArray, the array reported a relatively consistent, lower DRR of 3.3:1,
which increased slightly to 3.5:1 as the backup size grew. With active full backups on ReFS, or with a repository on NTFS, the
FlashArray would report a DRR several times higher over the backup lifecycle because it would have to process nearly 100%
data redundancy across backups. Synthetic full backups on ReFS completely hide that redundancy from the FlashArray and

lead to the different DRR for the same physical footprint.

Note: Data reduction rates are included only as an example. DRR is specific to the data set and can vary significantly

between environments.

Data Reduction with ReFS
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Figure 26: Data reduction rates and post-reduction storage (ReFS

Instant VM Recovery

We tested Veeam Instant VM Recovery using a backup cycle of all 96 VMs as the source for all recoveries. Using the same 96-
VM backup job as a source, we recovered sets of four, eight, 16, 24, 32, 48, 64, and 96 VMs, balancing the VMs evenly across
the ESXi hosts and datastores. For each VM, we redirected writes to a separate datastore on the same FlashArray where we
migrated the VM. We used Storage vMotion for all migrations. We used a round-robin algorithm when selecting VMs to
migrate, balancing migrations across the ESXi hosts and datastores.

O 20



TECHNICAL WHITE PAPER

When VBR mounts a VM for Instant VM Recovery, there is a minimum processing time to create the NFS sessions and set up
the temporary datastore through vCenter. Efficiency improves when multiple instantly recovered VMs share an NFS session.
Veeam controls the session allocation automatically. As Figure 27 shows, increasing from four to eight VMs only added about
10 seconds to the overall mount time, but the average time per VM dropped almost in half. Once we reached 32 VMs, the
average mount time per VM became steady, and overall times grew linearly.

Instant VM Recovery Mount Times
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Figure 27: Instant VM Recovery mount times

VMware limits come into play quickly for instant recovery migrations. According to VMware's published limits, a single ESXi
host can perform two concurrent Storage vMotion migrations, and a single datastore can support up to eight concurrent
migrations. Therefore, the four hosts in our test environment should be limited to a maximum of eight concurrent migrations,
regardless of how many datastores we are using.

The migration results bear this out (Figure 28). It took almost the same amount of time to migrate four VMs as it did to migrate
eight since eight migrations could run in parallel. Beyond eight, the migration times were close to linear, with average migration
times steady at around two minutes.
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Figure 28: Instant VM Recovery migration times
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In our lab, the Instant VM Recovery migrations ran at slightly under 3TiB per hour. While this is significantly slower than full VM
restore, being able to resume multiple critical workloads and run them while they move to production storage, at several TiB
per hour, can save a lot of downtime and its associated costs. Note that ESXi host performance and VMkernel throughput

figure heavily in Storage vMotion migration speed, so your results may vary.
Best Practices for Veeam V11 with FlashArray//C

System Design

Follow Veeam's system requirements when choosing infrastructure servers.

Ensure your proxies and repositories have enough network bandwidth to transfer the compressed backup data within your
backup window. We recommend having multiple 10Gbps or higher Ethernet adapters for redundancy and performance. A
single 10Gbps adapter is unlikely to drive enough throughput to utilize FlashArray//C fully. Physical Veeam proxies are

recommended, especially if your network throughput is limited within virtual machines.

Enable multipath I/O (MPIO) on repository servers for redundancy and performance. Use the least queue depth (LQD) MPIO
policy. Ensure your repository servers have enough bandwidth available to the FlashArray//C to support the workload. Using
higher bandwidth interfaces, such as 25Gbps or 40Gbps Ethernet adapters or 32Gbps Fibre Channel HBAs, will give the best

throughput to and from the repository.

Disable antimalware (AV) scanning of Veeam processes on all Veeam infrastructure. AV scanning can degrade backup
performance by 20% or more, even on proxy systems that aren't writing data directly to storage. It is important not to exclude

the repository paths so malware can't be written there by other processes.

Use Direct SAN mode for best backup performance. For VMs running on VMFS datastores on Pure FlashArray storage,

leverage the Pure plug-in to reduce production impact and enable recovery from snapshots.
Use a scale-out repository with extents of 200TB each or less to allow easy, seamless scaling as your data grows.

Use Windows Server 2019, build 1809 or later, for repository servers, especially if you plan to use ReFS. We have seen issues
with space reclamation on older versions of Windows that can lead to capacity issues. You should format repositories as ReFS
using 64K clusters, or XFS on Linux, using 4K blocks, to take advantage of synthetic full backups and Fast Clone. You can save
hours of weekly backup time and reduce the load on production systems. For XFS, use a Linux distribution supported by
Veeam. If you choose NTFS instead of ReFS, run periodic active full backups instead of synthetic full backups to save
unnecessary 1/O and backup time. You will need enough available space to hold the additional backup data until you can de-

duplicate it.

Veeam Proxy Configuration

Physical and virtual proxies should be restricted to no more than one task for each single CPU core and 2GB RAM. For
example, a physical proxy with 12 cores and 64GB of RAM should be limited to 12 tasks even though the RAM would support
more. Virtual proxies should be restricted to no more than eight tasks, even if they have sufficient resources allocated to

support more.
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Veeam Repository Configuration

Use a scale-out repository, starting with a single extent. Use the data locality placement policy. Configure the SOBR
advanced settings as follows (Figure 29):

Advanced Settings X

Use per-machine backup files (recommended)

Improves backup performance for storage devices benefiting from multiple 1/O
streams. This is the recommended setting when backing up to enterprise grade
block storage and deduplicating storage appliances.

[[] Perform full backup when the required extent is offline

When a repository extent with previous backup files cannot be reached, jobs will
perform an active full backup instead of failing to create an incremental backup.
Scale-out repository must be sized appropriately to handle multiple fulls.

Figure 29: SOBR advanced settings
e Enable the Use per-machine backup files option for the best performance when backing up and restoring multiple VMs.

e Disable the Perform full backup when the required extent is offline option.

Set the following repository advanced settings on each SOBR extent (Figure 30):

Storage Compatibility Settings K

Align backup file data blocks (recommended)

Significantly improves backup and restore

CPU usage by avoidin

Decompress backup file data blocks before storing
Source data mover compresses data according to the backup job compression
settings to minimize LAN traffic. Uncompressing the data before storing allows
for better deduplication ratio on most deduplicating storage appliances.

Use per-machine backup files
Improves backup performance for storage devices benefiting from multiple 1/0
streams. This is the recommended setting when backing up to enterprise grade
block storage and deduplicating storage appliances.

Figure 30: Advanced repository settings

e Enable the Align backup file data blocks option to improve efficiency and performance.
e Enable the Decompress backup file data blocks before storing option to maximize DRR on FlashArray//C.

e Enable the Use per-machine backup files option for the best performance when backing up and restoring multiple VMs.
The SOBR will also enforce this option.
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Veeam Backup Job Advanced Settings

Configure these advanced settings in Veeam backup jobs for the best backup performance.
On the Backup tab (Figure 31):

e Select the Incremental option.
e Enable the Create synthetic full backups periodically option when using ReFS or XFS repositories.

Ba(kup Maintenance Storage Motifications vSphere Integration Scripts

Backup mode

(O Reverse incremental (slower)
Increments are injected into the full backup file, so that the latest backup file
is always a full backup of the most recent VM state.

(® Incremental (recommended)

Increments are saved into new files dependent on previous files in the chain.
Best for backup targets with poor random 1/O performance.

Create synthetic full backups periodically Days...

Create on: Saturday

Figure 31: Advanced job options: Backup tab

On the Storage tab (Figure 32):

e Enable the Enable inline data deduplication option.
e Enable the Exclude swap file blocks option.

e Enable the Exclude deleted file blocks option.

e Select the Optimal compression level.

e Select the Local target storage optimization option.

Backup Maintenanc oréééﬁ Motifications vSphere Integration Scripts

Data reduction

Enable inline data deduplication (recommended)

Exclude swap file blocks (recommended)

Exclude deleted file blocks (recommended)

Compression level:

Optimal (recommended) v

Optimal compression provides for best compression to performance ratio,
and lowest backup proxy CPU usage.

Storage optimization:
Local target v

Best performance at the cost of lower dedupe ratio and larger incremental
backups. Recommended for backup to local and direct-attached storage.

Figure 32: Advanced job options: Storage tab

NOTE: Setting a different compression level or completely disabling compression will affect network utilization between
the backup proxy and repository servers if they are separate. A proxy can transmit data 20%—or more—faster than the

link speed when compression is enabled.
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If you use FlashArray for your primary storage and the Pure plug-in, on the Integration tab (Figure 33):

e Enable the Enable backup from storage snapshots option.

e If you have many VMs per datastore, enable the Limit processed VM count per storage snapshot to option and set a
value between 10 and 20. Note that this will create more snapshots on FlashArray during the backup but can reduce the

backup time for large datastores.

e Enable the Failover to standard backup option to allow backups to succeed if snapshots fail on the primary FlashArray. If
you enable this option, you should connect the source datastores to the backup proxies to allow SAN mode to work

without snapshots.
Backup Maintenance Storage Notifications vSphere Integration Scripts

Primary storage integration
Enable backup from storage snapshots
Use storage snapshots (instead of VM snapshots) as the data source for
this job. Using storage snapshots reduces impact on the production
environment from VM snapshot commit.

a

Limit processed VM count per storage snapshot to 10 =
By default, the job will process all included VMs located on the same
datastore from a single storage snapshot.

Failover to standard backup

Perform standard backup from VM snapshot if backup from storage
snapshot fails.

Recovery Settings

For best performance during Instant VM Recovery, enable the Redirect write cache option (Figure 34). Select a datastore on
fast storage such as FlashArray//X. Do not select the same datastore where you will migrate the VM, as this will force Veeam
to use Quick Migration instead of Storage vMotion, causing a service disruption.

Redirect write cache

Datastore:

|m70—3—veeamir\v\rrites

i

5 TB free of 5 TB

To force Veeam to use Direct SAN mode to restore VMs with thin-provisioned disks, change the disk type to Thick (eager
zeroed) (Figure 35). Thick (lazy zeroed) will also force Direct SAN mode, but lazy zeroing is not recommended on FlashArray.
If you do not change the disk type, thin-provisioned VMs will use NBD mode , or Virtual Appliance (HotAdd) mode on virtual

proxies, for restores.

Disk Type Settings X

Restored VM disk type:
O Same as source

O Thin

(O Thigk (lazy zeroed)
(®) Thick (eager zeroed)

OK Cancel
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Figure 35:Virtual disk conversion options

Notes on ReFS

While ReFS is the recommended repository file system for Windows for efficient synthetic full backups, there are caveats.
ReFS and NTFS behave differently with regard to deleted space and self-maintenance. Where NTFS does not perform self-
maintenance and requires chkdsk to detect and repair corruption, and TRIM or UNMAP commands to release unneeded space,
ReFS performs ongoing checks and corrections. As part of its normal operations on Windows Server 2019, ReFS will zero out
deleted blocks, reclaiming the space on the FlashArray. It isn't necessarily fast, but during lab testing space was consistently
reclaimed within several hours, even when deleting over 90TiB at once (Figure 36).

400 T 3.20
SYAV

2.40
240 T

08:00 09:00 10:00 11:00 12:00
Empty Space @ System ) Replication @ Shared Space
@ Snapshots @ Unique Used — Usable Capacity

--- Data Reduction

Figure 36: ReFS space reclamation on FlashArray//C

If your repositories are busy throughout the day, you may see longer cleanup times after deleting large amounts of backup
data. If you need to reclaim space manually, we recommend using Microsoft's SDelete utility to overwrite unused blocks on
your repositories.

Conclusion

Veeam and FlashArray//C make a great combination for fast, efficient backup and recovery of VMware environments. The
solution is simple to deploy and manage for lower TCO. FlashArray//C adds global data reduction to Veeam backups, and the
shared storage platform eliminates inefficient data silos. The performance and density of QLC flash let you protect petabytes
of data fast, in as little as 3U, without the traditional "restore tax," with economics that rival disk-based solutions. FlashArray
SafeMode Snapshots add an extra layer of protection against malicious and accidental destruction of your backup data,
helping you get back online faster after a ransomware attack.
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When you're ready to see how FlashArray//C and Veeam V11 can improve data protection for you, visit Pure's Veeam solutions
page, and reach out to your Pure account team.

Additional Resources

Next Steps
e Learn more about FlashArray//C.

e See how Veeam V11 can improve availability in your environment.

e Learn how to use SafeMode Snapshots on FlashArray//C to protect your Veeam backup data against ransomware attacks.

Supporting Information
e FlashArray//C Data Sheet

e Veeam Backup & Replication 11 User Guide for VMware vSphere

e Resilient File System (ReFS) Overview
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https://www.purestorage.com/docs.html?item=/type/pdf/subtype/doc/path/content/dam/pdf/en/white-papers/wp-ransomware-remediation-veeam.pdf
https://www.purestorage.com/products/nvme/high-capacity/flasharray-c/data-sheet.html
https://helpcenter.veeam.com/docs/backup/vsphere/overview.html?ver=110
https://docs.microsoft.com/en-us/windows-server/storage/refs/refs-overview
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