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Introduction

In this deployment guide, we guide you through the installation of the Veeam® and Pure Storage integrated solution.
Starting with Veeam Backup & Replication™ 9.5 update 3, new integrated features are available for Pure Storage systems
by installing the Pure Storage Plugin. The integration features are:

» Backup from Storage Snapshots
e Veeam Explorer™ for Storage Snapshots
¢ Veeam DataLabs™ for Storage Snapshots

This streamlined guide will help with your installation, for more detailed installation instructions, leverage the following guide:

Veeam Backup & Replication User Guide for VMware vSphere

Veeam summary

Veeam Availability Suite™ combines the industry-leading backup, restore and replication capabilities of Veearm Backup &
Replication with the advanced monitoring, reporting and capacity-planning functionality of Veeam ONE™. Veeam Availability
Suite delivers everything you need to reliably ensure and manage your VMware vSphere environment. The Veeam agentless
design provides multiple backup options. Features such as source-side deduplication and compression, change block tracking,
parallel processing and automatic load balancing provide the fastest, most efficient backups possible.

Pure Storage summary

Pure Storage helps companies push the boundaries of what's possible. Pure's end-to-end data platform — including
FlashArray, FlashBlade and a converged offering with Cisco, FlashStack — is powered by innovative software that's
cloud-connected for management from anywhere on a mobile device and supported by the Evergreen business model.
The company'’s all-flash-based technology, combined with its customer-friendly business model, drives business and IT
transformation with solutions that are effortless, efficient and evergreen. With Pure’s industry-leading Satmetrix-certified
NPS (net provider score) of 83.7, Pure customers are some of the happiest in the world, and include organizations of all
sizes, across an ever-expanding range of industries.

Veeam's Pure Storage integration (vSphere only)

Create fast backups from storage snapshots for quick and efficient item-level recovery; leverage Pure Storage snapshots
and replicated snapshots to create a robust, enterprise-level data protection solution. Veeam Backup & Replication lets
you leverage Pure Storage snapshots as a part of a comprehensive backup and recovery strategy, where snapshots and
image-level backups complement each other. With Veeam Backup & Replication, you can:

e Perform backups from Pure Storage snapshots

» Restore data directly from Pure Storage snapshots

© 2018 Veeam Software. All rights reserved. All trademarks are the property of their respective owners.
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Veeam Backup & Replication pre-installation
considerations

The following requirements are necessary for the installation of Veeam:

—_

2w

Veeam Availability Suite 9.5 Enterprise Plus License Key

Veeam Availability Suite 9.5 Installation ISO

Pure Storage Plugin

Available Windows server with the following:

64-bit OS

X86-64-processor with 4 cores minimum

Recommended 12 GB RAM plus 2 GB RAM, per concurrent task

2 GB of available disk space for installation

Available HBA for direct storage fabric connection (10 Gb e/FC) and network connectivity

Purity, version 4.8 or higher

Install Veeam Backup & Replication 9.5

To install Veeam Backup & Replication 9.5, follow these steps:

1.

2.
3.

Log into the available Windows server as a user with Local Administrator privileges.
Mount the installation image using disk image emulation software, or burn the iso image to a blank CD/DVD.

After you mount or insert the disk with Veeam Backup & Replication setup, Autorun will open a splash screen
with installation options. If Autorun is not available or disabled, run the Setup.exe file from the CD/DVD disk.
Alternatively, you can right-click the new disk in My Computer and select Execute Veeam Backup & Replication
Autorun, or simply double-click the new disk to launch the splash screen.

Veeam Backup & Replication 9.5 Update 3

Standalone components:

A Veeam Backup & Replication
RN |nstall

p'l= |l Veeam Backup Enterprise Manager
E Install

Install RSl Veeam Backup & Replication Console
LEW sl

Documentation Training

© Veeam Software AG. All rights reserved.

Figure 1: Veeam Backup & Replication installation splash screen

© 2018 Veeam Software. All rights reserved. All trademarks are the property of their respective owners.
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4. Click the Install link in the Veeam Backup & Replication section of the splash screen.
At the Welcome step of the wizard, click Next to start the installation.

6. To begin the installation, you must accept the license agreement. Read the license agreement, select the I accept the
terms in the license agreement option and click Next.

Veeam Backup & Replication Setup — *

License Agreement

Please read the following license agreement carefully.

Veeam Software ("Veeam") ~
End User Software License Agreement ("EULA")

IMPORTANT - READ CAREFULLY

This EULA s a legally binding agreement between licensee end user ("End User’) and

Weeam setting forth the terms and conditions governing the use and operation of Veeam's
proprietary computer software products (the “Software™) and the written technical

specifications for the use and operation of the Software (the “*Documentation™). Where the
sense and context permit, references in this EULA to the Software include the

Documentation. By downloading and installing, copying or otherwise using the Software,
andior otherwise accepting this EULA, End User agrees to be bound by the terms and v

(®) I accept the terms in the license agreement
() 1 do not accept the terms in the license agreement

<Back [ Net> | Cancel

Figure 2: Veeam EULA

7. You can install Veeam Backup & Replication with a trial license that was sent to you after registration or a full
purchased license. To install a license, click Browse and select a valid license file for Veeam Backup & Replication.

Veeamn Backup & Replication Setup — *

Provide License

Provide license file for Veeam Backup & Replication.

License file for Veeam Backup & Replication:

C:AlUsers‘\shawn'\Documents weeam_availability_suite_nfr_100_100lic

A valid license is already installed on this machine.

| <Back || Ned> | Cancel

Figure 3: Veeam License File Selection

© 2018 Veeam Software. All rights reserved. All trademarks are the property of their respective owners.



Veeam and Pure Storage Integrated Deployment Guide

8. Select the components you want toinstall. The Veeam Backup & Replication setup includes the following components:
« Veeam Backup & Replication
» Veeam Backup Catalog responsible for indexing VM guest OS files

» Veeam Backup & Replication Console

Veeam Backup & Replication Setup — >

Program features

Select the program features you want to be installed.

= ~ | Veeam Backup & Replication Component description

=)~ | Veeam Backup Catalog Vesam Backup &

= = | Veeam Backup & Replication Consale Replication is
enterprise-ready solution

that combines backup
and replication in a single
product for fast recoveny
of your ViMware vSphere
and Microzoft Hyper-V
environments.

Installto: | C:\Program Files'\Veeam"Backup and Replication’.

| <Back [ Ned> || Cancel |

Figure 4: Setup options

9. Before proceeding with the installation, the setup wizard will perform a system configuration check to determine if
all prerequisite software is available on the machine. If some of the required software components are missing, the
wizard will offer to install missing software automatically.

Veearn Backup 8 Replication Setup - X

System Configuration Check

Please wait while setup is checking your system for potential installation problems.

Requirement Status
Microsoft System CLR Types for SGL Server 2014 ﬁ Failed
Microsoft SQL Server 2014 Management Objects ﬁ Failed
Microscft PowerShell v2.0 (J Passed
‘g’ Your computer does not meet minimum requirements.
! Click the "Instal" button to deploy missing features. | Install | | Re-un |
« Back MNexd = Cancel

Figure 5: Pre-installation system configuration check

© 2018 Veeam Software. All rights reserved. All trademarks are the property of their respective owners.
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10. Choose to accept the recommended default settings or check the box Let me specify different settings. Checking
the box to specify your own settings will enable you to customize your Veeam installation. If you go with the default
settings, click Install and proceed to the next section. If you chose to specify your own settings, you can check the
box to customize the configuration.

Yeeam Backup & Replication Setup - X

Default Configuration

Click Install to deploy Veeam Backup & Replication with the default configuration settings, or select
the check box below to customize them on the following wizard steps.

Conrfiguration settings:

Installation folder: C:*Program Filez"Veeam“\Backup and Replication®. ~
wPower cache folder: C:\ProgramData"Vesam"\BackupNfsDatastore',
Guest catalog folder: DAWBRCatalog

Catalog =service port: 5353

Service account: LOCAL SYSTEM

Service port: 5352

Secure connections port: 9401

SQL Server: AUCSCI260NVEEAMSQL2012

[] Let me specify different ssttings

| <Back |[ sl | Cancel

Figure 6: Default configuration

11. You can go back, review and modify previous steps using the Back button. If you are sure that all settings are
configured correctly, click Install to begin the installation. When the installation completes, click Finish to exit the
setup wizard. You can now start Veeam Backup & Replication.

12. Install the Pure Plugin. Run the .exe and click Next to begin installation.

# Pure Storage Plug-In for Yeeam Backup 8 Replication >

Welcome to the InstallShield Wizard for Pure
N I Storage Plug-In for Veeam Backup &
nn Replication

The Installshield(R) Wizard will install Pure Storage Plug-In for
Veeam Backup & Replication on your computer. To continue,
dick Next.

AVAILABILITY

for the Always-On Enterprise”

WARMING: This program is protected by copyright law and
international treaties.

<gack [ Next> | cancel

Figure 7: Plugin install wizard

© 2018 Veeam Software. All rights reserved. All trademarks are the property of their respective owners.
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13. Accept the Terms of Usage and click Next to continue.

ﬁ Pure Storage Plug-In for Veeam Backup & Replication *

Terms of Usage
Flease read the following terms carefully,

Storage Plug-Ins for Veeam Backup & Replication
Terms of Usage

IMPORTANT - READ CAREFULLY

This plug-in is offered by the indicated third-party vendor. The entire risk of using this
plug-in is with you and your storage vendor. By distributing the plug-in, Veeam does not
provide warranty of any kind for this plug-in, either expressed or implied. Veeam will
supportthe use of this plug-in only to the extent of storage snapshot integration
functionality that the plug-in enables. If you have any questions or concerns regarding
the plug-in code, its functionality, or experiencing any issues with this plug-in impacting
your starage arrays or any other production systems, you must contact the third-party
vendor directly.

@3
()1 do not accept these terms
InstallShield

o cocs

Figure 8: Accept terms

14. Click Install to begin the installation process.

ﬁ Pure Storage Plug-In for Veeam Backup 8¢ Replication x
Ready to Install the Program
The wizard is ready to begin installation.

This plug-in enables Veeam Backup & Replication to perform badkup and restore of
VMware vSphere YMs directly from storage snapshots of Pure Storage arrays. This
software is developed by Pure Storage Inc.

Click Install to begin the installation, or Cancel to exit the wizard.

Installshield

o cocs

Figure 9: Ready to Install

© 2018 Veeam Software. All rights reserved. All trademarks are the property of their respective owners.
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15. Once the installation complete, click Finish and continue to the next section.

ﬁ Pure Storage Plug-In for Veearmn Backup & Replication *

InstallShield Wizard Completed

N
O

AVAILABILITY

for the Always-On Enterprise”

The InstallShield Wizard has successfully installed Pure Storage
Plug-In for Veeam Backup & Replication. Click Finish to exit the
wizard.

Figure 10: Installation complete

Veeam Backup & Replication configuration

Now that Veeam Backup & Replication is installed, launch the application directly from the desktop icon. Once launched,
the following configurations are required:

Backup Infrastructure including vSphere infrastructure, backup repositories and configuration backups
Install Pure Storage Plugin

SAN Infrastructure to allow for integration with the Pure Storage system

Adding the Infrastructure

1.

For building your backup infrastructure in a VMware vSphere environment, Veeam Backup & Replication supports
the following types of servers:

VMware Server
Windows Server
Linux Server

vCloud Director

© 2018 Veeam Software. All rights reserved. All trademarks are the property of their respective owners.
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Veeam Backup & Replication allows you to connect both vCenter servers and standalone ESX(i) hosts. If possible, avoid
adding ESX(i) hosts, which are part of the vCenter Server hierarchy. Add the corresponding vCenter Server instead.
Adding the vCenter Server facilitates management of the backup infrastructure and can be a recommended condition for
certain types of operations (such as Quick Migration).

Source Target Backup Backup

Server Type Host Host Proxy Repository

VMware vSphere Server

(standalone ESX(i) host or vCenter . . O O

Server)
VMware vCloud Director [ ] (@)
Microsoft Windows server 0 O

O @0
® 0

Linux server D 0

Figure 11: Server types

2. Toadd a VMware server, open the Backup Infrastructure view and launch the Add Server wizard.

ADD SERVER x

Select the type of server you want to register with backup infrastructure, All registered servers
can be found under the Managed servers node on the Infrastructure tab.

+ VMWARE VSPHERE
=m Adds vCenter Server (recommended), or standalone vSphere Hypervisor (ESX/ESX).

+ VMWARE VCLOUD DIRECTOR
=Eﬁ Adds VMware vCloud Director 5.5 or later server.

:+ MICROSOFT HYPER-V
Adds SCVMM server, Hyper-V cluster, or standalone host (2008 R2 or later).

MICROSOFT SMB3
Wmmm Adds SMB3 server cluster, or standalone SMB3 server.

+ MICROSOFT WINDOWS
==l Adds Microsoft Windows server (Windows 2008 or later).

+ LINUX

— Adds Linux server (must have SSH and Perl).

Cancel

Figure 12: Add Server Wizard

3. Once the Add Server wizard is launched, select the first option for VMware vSphere.

© 2018 Veeam Software. All rights reserved. All trademarks are the property of their respective owners.
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4. Enter the DNS name or IP address of the VMware Server. A description can be entered for future reference. The

default description will include information about the user who added the server, as well as the date and time when
the server is added. When done, click Next.

Edit VMware Server

+ Name
E Specify DNS name or IP address of VMware server.
=m

MName: DNS name or IP address:
Credentials

Description:
Summary

Created by GA‘shawn at 11/16/2016 9:45 AM.

Nead = Firish Cancel

Figure 13: New VMware Server

5. The Credentials are next. On this screen, click Add to input new credentials. It is recommended that vCenter Admin
be used if adding a vCenter Server, and root credentials for standalone ESX(i) hosts. NOTE: The username of the
account should be provided in the DOMAIN\USERNAME format. Click Next to proceed.

Edit VMware Server

+ Credentials
Select server administrator’s credentials. f required, specify additional connection settings including web-service port number.
=]
=kl

Name r Select an account with local administrator privileges on the server you are adding. Use
%, DOMAIN\LISER format for domain accounts, or HOSTWUSER for local accounts.
Credentials
Credentials: ‘ 4, GAladministrator (GA\administrator, last edite « | I Add .
Summary

Manage accounts

Default VMware web services port is 443. F connection cannot be established. check
for possible port customization in the vCenter Server or ESX|i) server settings.

Fort: 443 z

< Previous Nexd = Finish Cancel

Figure 14: Credentials

© 2018 Veeam Software. All rights reserved. All trademarks are the property of their respective owners.
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6. Onthe Summary screen, review the configuration information and click Finish to exit the wizard.

7. You can repeat these steps for any additional VMware servers, Windows servers, Linux servers, or vCloud Director
servers you add. NOTE: The steps for servers other than VMware are not identical, but they are very similar. At
this point, add any Windows or Linux servers you wish to use as a backup repository (backup repositories are the
locations where you wish to house your backup files).

Adding additional backup repositories

By default, Veeam automatically creates a local backup repository on the C:\ drive of the Veeam Backup & Replication server.
This is not always the best location for your backup files. You can create additional repositories using the steps below.

1. Open the Backup Infrastructure view, click on the Backup Repositories node in the inventory pane and click Add
Repository on the ribbon.

2. Specify a name for the repository and provide a description for future reference. By default, the description
contains information about the user who created the backup repository, as well as the date and time when
the repository was created.

3. Next, choose the type of repository you would like to add, the four options are Microsoft Windows server,
Linux server, Shared folder and Deduplicating storage appliance.

MNew Backup Repository X

Type
Choose type of backup repository you want to create.

MName (® Microsoft Windows server
Microsoft Windows server with intemal or directly attached storage. Data mover process running
Type directly on the server allows for improved backup efficiency, especially over slow links.

Server O Linux

Repository Linux server with intemal, directly attached, or mounted NFS storage. Data mover process running
directly on the server allows for more efficient backups. especially over slow links.
Mourt Server
() Shared folder
Review CIFS {SMB) share. When backing up over slow links, we recommend that you specify a gateway
server located in the same site with the shared folder.
HAoply

O Deduplicati 0
Advanced integration with EMC Data Domain, ExaGrid and HPE StoreOnce. For basic
integration, use the Shared folder option abave.

< Previous MNeat > Cancel

Figure 15: Backup repository types

4. This step depends on the type of backup repository selected. If Microsoft Windows server or Linux server are
selected, follow step 5. If a Shared folder is selected, skip to step 6.

© 2018 Veeam Software. All rights reserved. All trademarks are the property of their respective owners.
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5. Fromthe Repository server list, select the Windows or Linux server to be used as a backup repository. The Repository
server list contains only servers that have been added to the backup infrastructure beforehand. If a server needs to be
added at this point, Add New can be selected. Click Populate to see a list of the volumes connected to the selected server,
their capacity and free space. Click Next once the selections are made and skip to step 7.

MNew Backup Repository x

— Server
Choose server backing your repository. You can select server from the list of managed servers added to the console.

Name Repository server:

AUCSC3280.alliances.local (Backup server) w | | Add Mew...
Type =

Path Capacity Free Populate |
Server @ 456G 365.5GB
Repository @D 1201 TB 182718

Mount Server
Review

Apply

< Previous Mext > Cancel

Figure 16: Repository server selection

6. Inthe Shared folder field, specify the UNC path to the shared folder. Select credentials of an account with
administrative privileges on the share. Click the Manage accounts link at the bottom of the list or click Add on the
right to add the necessary credentials. Next, specify the way in which VM data should be written to the shared folder,
Directly from the backup server or Through the following Gateway server. NOTE: A Gateway server is highly
recommended if this repository is off site. Click Next when finished.

New Backup Repository X

Share

Type in UNC path to share (mapped drives are not supported), specify share access credentials and how backup jobs should
write data to this share.

Shared folder:

Name
“ Browse...
Type
D This share requires access credentials:
Share ’?|
W
Repasitory Manage accounts

Mount Server
Review
Gateway server:
Apply @) Automatic selection
(O The following server:
AUCSC3260.alliances.local (Backup server)

Use this option to improve performance and reliability of backup to a NAS located in a remote
site.

< Previous Mext > Cancel

Figure 17: Shared folder configuration

© 2018 Veeam Software. All rights reserved. All trademarks are the property of their respective owners.
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7. Inthe Location section, specify the path to the folder where
capacity and available free space on the selected partition. In
limit the number of concurrent jobs for the repository. You ca
speed of writing data to the repository disk.

back-up files should be stored. Click Populate to see the
the Load control section, set the necessary values to
n also limit the data ingestion rate to restrict the total

Mew Backup Repository

— + Repository
—__
=]

=1

Type in path to the folder where backup files should be stored, and set repository load control options.

Mourt Server i
Running too many concument tasks ag

and cause 1/0 operations to timeout. Ci
Limit maodmum concument tasks to:

Review

A J
Apply [] Limit read and write data rates to:

Name Location
o Fath to folder:
DES |E:"-.Backups Browse...
SaEy = Capacty: Populate
— £
R S Free space:
Load control

Click Advanced to customize repository settings Advanced..

< Previous Meat > Cancel

@inst the same repository may reduce overal peformance,
ontrol storage device saturation with the following settings:

4
MB/s

Figure 18: Location and load control configuration

8. Ifadeduplicating storage appliance or rotated drives will be used, click Advanced... to configure additional repository
settings. This menu also contains the option to select Use per-VM backup files. If these settings are not needed, click Next
to proceed and skip to step 1.NOTE: Follow the Veeam best practices guide for your specific deduplication appliance.

9. For storage systems using a fixed block size, select the Align backup file data blocks check box. Veeam will align VM

data saved to a backup file to a 4 KB block boundary. This opti
but can result in a greater amount of unused space on the sto

ion provides better deduplication across backup files,
rage device and a higher level of fragmentation.

10. When compression is enabled for a backup job, VM data is compressed at the source side. However, compressing
data prior to writing it to a deduplication storage appliance results in poor deduplication ratios as the number of
matching blocks decrease. To overcome this situation, select the Decompress backup data blocks before storing
check box. If you are using rotating drives for this repository, select This repository is backed by rotated hard

drives. After your selections are made, click OK to accept the

se settings and then click Next to proceed.

Storage Compatibility Settings

X

[] Align backup file data blocks

Allows to achieve better deduplication ratio on deduplicating storage
devices leveraging constant block size deduplication. Increases the
backup size when backing up to raw disk storage.

[] Decompress backup data blocks before storing

WM data is compressed by backup proxy according to the backup job
compression settings to minimize LAN traffic. Uncompressing the data
before storing allows for achieving better deduplication ratio on most

deduplicating storage appliances at the cost of backup performance.

[] This repository is backed by rotated hard drives

Backup jobs pointing to this repository will tolerste the disappearance of
previous backup files by creating new full backup, clean up backup files
no longer under retention on the newly inserted hard drives, and track
backup repository location across unintended drive letter changes.

[] Use per-VM backup files

Per-WM backup files may imprave performance with storage devices
benefiting from muttiple /O streams. This is the recommended setting
when backing up to deduplicating storage appliances.

Cancel

Figure 19:Deduplicating storage compatibility settings

© 2018 Veeam Software. All rights reserved. All trademarks are the property of their respective owners.
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1. Select the Enable vPower NFS server on the mount server (recommended) check box to make the repository accessible
by the vPower NFS service. You can select any Windows server from the list or choose the Add Server option to assign this
role to a Windows server not currently added to the console. In the Folder field, browse and specify the folder where the
instant VM recovery write cache will be stored. This volume should have at least 10 GB of free disk space.

Edit Backup Repository x
— Mount Server
S Specify a server to mount backups to for file-level restores, vPower MFS service allows for running virtual machines directly from
backup files, enabling advanced functionality such as Instant VM Recovery, SureBackup and On-Demand Sandbox.
Name Mount server:
AUCSC3260.alliances local (Backup server) ~
Type
Server Enable vPower MFS service on the mount server (recommended)
Specify vPower NFS write cache location on the mount server. Make sure the selected volume has
Repository enough free disk space available to store changed disk blecks of instantly recovered VMs,
Mount Server Folder: “’.n-—’f:};f:ﬂ.-.-:f:-»ff:f’. Backup\NfsDatastore Eaarer
Review
Apply
Click Ports te change NFS server and backup mount listener ports Ports...
< Previous Next > Finish Cancel

Figure 20: Mount server and vPower NFS configuration

12. To change the default port setting for the vPower NFS and other related components, there are two options listed
the bottom right of the screen. Click Manage to open the Network Settings window and customize network ports
for individual components. Click Ports to open the Ports Settings window and customize the ports for the vPower
NFS service. When completed, click Next to proceed.

Ports Settings >

Mount Port: [1063 -

-

Mourt acceptors port of vPower MFS service. Default value is 1058,
detected port is 1063

o

vPower NF5 Port: =

fo -
o -

MFS acceptors port of vPower NFS service. Default value is 2049,
detected port iz 2049

Cancel

Figure 21: vPower NFS port settings

© 2018 Veeam Software. All rights reserved. All trademarks are the property of their respective owners.
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13. After the wizard checks for existing components, you can review the repository properties and installed
components. Click Previous to change any of the properties or click Next to proceed and apply these properties.

Edit Backup Repository *
— Review
s Please review the settings, and click Apply to continue.

MName Repository type: Windows
Mount host: AUCSC3260.alliances.local
Ur= Account: Not set
ST Backup folder: D:\Backups
Write throughput: Not limited
Repository Max parallel tasks: Not limited

Mount Server

Review

Apply The following components will be processed on server AUCSC3260.alliances.local:
Compenent name Status
Transport already exists
vPower NFS already exists
Mount Server already exists

[ Import existing backups automatically

< Previous Apply Finish Cancel

Figure 22: Review repository properties

14. Real time processing results will be displayed in the log. Wait for the required operations to be performed. When the
wizard finishes adding the backup repository, you can review the log information. Click Finish to exit the wizard.

Configuration backups

Veeam Configuration Backups export the configuration data from the Veeam Backup SQL database and saves the datain

a backup file on a repository. If the Veeam backup server fails for some reason, you can re-install the Veeam backup server

and then quickly restore its configuration from the backup file. Alternatively, you can apply the configuration of one Veeam
backup server to any other Veeam backup server in your backup infrastructure. It is recommended that your regularly create a
configuration backup for every Veeam backup server in your backup infrastructure. Periodic configuration backups will reduce
the possibility of data loss and minimize administrative overhead if any problem with the backup server(s) occur.

When a configuration backup is performed, Veeam retrieves configuration data for the Veeam backup server from the
SQL database. It then writes this data into a set of .xml files and archives these .xml files to a .BCO file.

© 2018 Veeam Software. All rights reserved. All trademarks are the property of their respective owners.
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By default, Veeam is configured to create a configuration backup daily and store it to the default backup repository: the
C:\backup\VeeamConfigBackup\%BackupServer% folder on the Veeam backup server. However, for security’s sake,
it is recommended that you store configuration backups on a backup repository other than the default repository. In this
case, the Veeam backup server configuration data will be available for recovery even if the Veeam backup server fails.
The following steps outline the scheduling of configuration backups:

1. From the main menu of Veeam Backup & Replication, choose Configuration Backup.

2. Make sure that the Enable configuration backup to the following repository: check box is selected
in the Export Configuration window.

3. From the Backup repository list, choose the repository to which the configuration backup should be written to.
NOTE: It is highly recommended that the selected repository NOT reside on the Veeam Backup Server.

4. Inthe Schedule section, click Configure and specify the time schedule per when the configuration backup should be
created.

5. Inthe Retention policy section, specify the number of configuration backups to keep on the disk.

6. Encrypt configuration backup can be also be enabled by checking the box and providing a password
to unencrypt the backup.

Configuration Backup Settings *
Backup
Enable configuration backup to the following repository:
Backup repositony:
Default Backup Repository (Created by Veeam Backup) -

= 345GEfree of 455GE

Restore points to keep: 0 =
Perform backup on: Diaity at 10:00 AM Schedule...
Last successful backup: 11/25/2016 10.00 AM Backup now

[] Encrypt corfiguration backup

Manage passwords

! User accourts are nat included in the configuration backup

Restore

Restore the configuration backup to this server: Restare...

Cancel

Figure 23: Configuration backup settings
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Adding Veeam proxy access to Pure Storage Array

1. ForiSCSI, make sure that the iSCSI service is running on the Veeam Proxy Server. Once you add the Pure
FlashArray(s) into the Veeam Console, Veeam will automatically create the necessary connections. The iSCSI service
must be running before you add the FlashArray(s) within the Veeam console.

2. For FC, itis necessary to create these connections manually.

3. Loginto the Pure Storage dashboard, select Storage —> Hosts

o PURESTORAGE

DASHBOARD STORAGE I

~ Hosts

Figure 24: New FC host configuration

4. Foran FChost, type the name in the Name field and click Create. If more than one host is needed,
click the Create Multiple... button.

Create Host

Name: | VeesamFCproxy

Create Multiple... Cancel

Figure 25: Create host(s)

5. Under the Host Ports (0) tab, click the drop-down button below the tab and to the right and select the option:
Configure Fibre Channel WWNs.

o PURESTORAGE

oasteoarD [N PROTECTION  ANALYSIS SYSTEM  MESSAGES

~ Hosts. +| | ~ o= VeeamFCproxy | ;"

= Vecan Corory .
=

~ Volumes

Figure 26: Configure FC WWNs
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6. Select Enter WWNs Manually.

Configure Fibre Channel WWNs for Host == VeeamFCproxy ®

Existing WWNs Enter WWNs Manually Selected WWNs

No avaiisble WWINs have been discovered. None selectsd

o ] N

Figure 27: Enter WWNs Manually

7. Inthe pop-up box, enter the WWN of the proxy server that needs access in the Port WWN:s field and click Add.

Enter WWNs Manually

Type or pasie one or more \WWWHN sirings separated by white space or commas.

Port WWNs: | |

Figure 28: Add WWN
8. Select Connected Volumes and click on the menu in the upper right corner.

9. Select the Connect Volumes tab.

© Veeam-ureate1 | ure x \(Pacyemor x ([ eMC Unisphere x

€ > C [ Notsecure | hitps/120144/st0rage

(‘ PURESTORAGE

oassmonn [N rooron  mwaisis | SYSTEM | MEssaces ]

—— 5 [~ o= veeamFCproxy | Foreerss Ttmain s v = |
8

o= s o

o= mesun

i [p———

= oy =

o mesans oo [

i ooy

e

= VEEAN-StorageHost-AUCS.
== VesamF Cproxy

~ Volumes

=] %

© Flasharay_volt
 Veeam-Pure-ALPOT

Fory 184 OB DRI

Figure 29: Connect volumes
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10. Select from the existing volumes and click Confirm when complete.

11. Repeat all steps above for other Pure Storage arrays in the environment. It is important that Veeam Proxy Servers
have access to leverage storage snapshots for backup, restore and sandbox functions.

Connect Volumes to Host = VeeamFCproxy %
Exisfing Volumes Create New Volume Selected Volumes
1-20f2 None selected
Q FlashaArray_Voll o= X6 1T
& Veeam-Pure-ALPO1 o=x14 7T

oo |

Figure 30:

Adding the SAN Infrastructure

Veeam Backup & Replication lets you leverage Pure Storage snapshots as a part of a comprehensive backup and recovery
strategy, where Pure Storage snapshots and image-level backups complement each other. With Veeam Backup &
Replication, you can:

»  Perform backups from Pure Storage snapshots
» Restore data directly from Pure Storage snapshots

»  Perform snapshots-only backups (Snapshot Orchestration)

Before working with Pure Storage snapshots in Veeam Backup & Replication, the backup infrastructure
must be properly configured:

1. The Veeam backup server's proxy component is used for re-scanning VMFS on Pure Storage volumes and for
performing backup from Pure Storage snapshots. For the proxy component to perform these functions, it must meet
the following requirements:

iSCSI protocol

The backup proxy must have a Microsoft iSCSI Software initiator enabled. Backup from storage snapshots requires the
Microsoft iSCSl initiator. iSCSI traffic between the backup proxy and storage system must be allowed.

Fiber Channel protocol

The proxy server must have a fiber channel adapter installed and configured, have access to the Pure Storage array
through the fiber channel fabric and be zoned to the fiber channel switch. The backup proxy must be registered with
a WWN on the Pure Storage array.
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2. Tostart using storage snapshots for backup and restore, the Pure Storage system must be added to Veeam. To do so,
open the SAN Infrastructure view, click Add Storage.

== ADD STORAGE
—
W= \Veeam Backup & Replication integrates with the leading primary storage arrays to enable backup and restore of individual Vs, guest files and application items from storage snapshots

of VMware WMFS and NFS volumes. In addition to built-in integrations, Veeam provides the Universal Storage API that allows qualified storage vendors to create fully supported custom

plug-ins.
To start using this functionality, register your storage by clicking this text. If you don't see your storage in the list, please install the corresponding plug-in first,

Figure 31: Adding storage

3. From the storage vendors list, select Pure Storage.

PURE STORAGE
Adds Pure Storage FlashArray. FC and iSCSI connectivity is supported.

Figure 32: Pure Storage

4. Inthe Name step of the wizard, specify the name and description for the Pure Storage system in the DNS name
or IP address: field.

Mew Pure Storage Storage X
Name
Register Pure Storage storage by specifying its DNS name or IP address,
DS name or [P address:
G Description:
Access Options Created by GA\shawn at 4/9/2018 2:34 PM.
Surnmary
< Previous Mext > Finish Cancel

Figure 33: DNS or IP
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5. Inthe Description field, provide a description for future reference. The default description contains information
about the user who added the Pure Storage system and the date and time when the storage system was added. Once

the description is complete, click Next.

Mew Pure Storage Storage *

Credentials

Typein storage administrator credentials,
MName r Select credentials with Local Administrator privileges on the server you are adding

&
Credentials
e Credentials: ‘ 4 pureuser [pureuser, last edited: less than a day age) Add...
Access Options Manage accounts
Summary Port 443 =
< Previous Mext > Cancel

Figure 34: Pure Storage access credentials

6. Next, from the Credentials list, select the credentials for the user account to connect to the Pure Storage system. If the
necessary credentials are not set up beforehand, click the Add button to the right or the Manage accounts link below to add
the necessary credentials. NOTE: The account selected must have administrative privileges on the Pure Storage system.

Access Options
Specify how this storage can be accessed by Veeam,
|

| MName Protocol to use:
Fibre Channel (FC)
Credentials —
" Access Options
| Summary

Volumes to scan:

|Autnrﬂat\{ detection (all VMFS volumes found with the initial scan)

Backup proxies to use:

|Autnrﬂ atic selection

< Previous Mext >

Figure 35: Access options

Choose...

Choose... |

Cancel
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7. Fromthe Protocol to use list, check the type of protocol over which Veeam will back up data from the Pure Storage system.

Choose Yolumes X

Choose storage volumes which should be scanned periodically to detect
and cataleg newly added VMs, Limiting the amount of velumes to scan
reduces storage load.

® Automatic detection (all VMFS volumes found with the initial scan)

() All velumes except:

Name

() Only these volurmes:

Name

0K Cancel

Figure 36: Choose volumes

8. The Volumes to scan option allows for customization of the volumes Veeam will scan for VMs and existing
snapshots. Itis highly recommended this selection be made if you have volumes that contain non-VM data.

Backup Proxy X

Choose backup proxies servers for this job. For redundancy, we recommended to
select at least two proxies. When multiple proxies are available, selection will be
performed on per-YM basis, taking into account proxy connectivity and current
load.

(@) Automatic selection

The job will autornatically select the most suitable backup proxy server from all
available backup proxy servers.

() Use the selected backup proxy servers only

The job will auternatically select the most suitable backup proxy server from the
following list of proxy servers.

Mame
[] VMware Backup Proxy

Figure 37: Backup proxy selection
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9.

The Backup Proxy selection can also be important if you have multiple locations and multiple Pure Storage arrays
to manage. Proxies can be assigned to specific Pure Storage arrays to keep volume rescans and other management
operations local to the storage.

10. Review the summary information and click Finish. After you click Finish, Veeam will perform the Pure Storage

1.

12.

13.

b

discovery operation; it will rescan the storage LUNs and locate VM files on them.

Mew Pure Storage Storage x
Summary
You can copy the configuration information below for future reference,
MName Summary:
Ftorage 'Veeam-Pure-ALPT' was successfully createc.
Credentials 05:4.8.4,

Connection options:
Access Options eerpaausey
After you click Finish, all LUNs of storage Veeam-Pure-ALP1 will be searched for VM files. To view the

Summary progress, open the corresponding session log.

< Previous Cancel

Figure 38: New Pure Storage

The details of the rescan process are displayed in the System window. This window can be closed and a review of the
rescan details can be accessed later in the History view of Veeam Backup & Replication. Click Close once the discovery is
completed.

Storage rescans will be performed automatically. Veeam will discover new volumes and snapshots or remove deleted
volumes and snapshots from the storage system hierarchy. If necessary, a storage rescan can also be initiated manually.

To perform a manual, rescan of the storage system, follow these 4 steps:
Open the SAN Infrastructure view.
In the inventory pane, expand a tree of the storage system to rescan.

Select the necessary node in the storage system hierarchy: storage system, volume and so on.
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d. Click Rescan on the ribbon. Alternatively, you can right-click the necessary node in the hierarchy and select Rescan.

Creating and deleting Pure Storage snapshots

Creating and deleting storage snapshots can be performed from the Veeam Backup & Replication interface. Create/
delete snapshot operations do not differ from create/delete snapshot operations performed via the Pure Storage
dashboard, and any snapshots created manually will be crash-consistent.

Creating a volume snapshot:
1. Open the SAN Infrastructure view.
In the inventory pane, expand a tree of the necessary storage system.

Right-click the necessary volume and select Create Snapshot.

A WM

In the New SAN Snapshot window, specify a name for the created snapshot and provide a snapshot description.
Deleting a volume snapshot:

1. Open the SAN Infrastructure view.

2. Intheinventory pane, expand a tree of the necessary storage system.

3. Right-click the necessary snapshot and select Delete Snapshot.

Mew Storage Snapshot >
Volume name: FlashArray_Voll
Snapshot name: FIaEhArra*,,f_‘u’ol'I_S ‘

Snapshot description: ‘ ‘

Figure 39: Manual snapshot creation

Performing backup from Pure Storage snapshots

Backup jobs can be configured to use Veeam Backup from Storage Snapshot technology, which leverages Pure Storage
system snapshots for backup operations. Instead of reading data from VMware VM snapshots, Veeam reads data from
storage snapshots, which speeds up backup operations and improves recovery point objectives (RPOs). Veeam is also
able to orchestrate snapshots between Pure Storage arrays without taking a backup. Combining snapshot orchestration
along with backups can offer more aggressive RPOs.
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Backup from Storage Snapshots: Backup job creation

1. To create a backup from storage snapshots job, select Backup & Replication under the Home tab. Click on the

Backup Job button to begin.

2. The New Backup Job wizard will pop up. Start by giving the job a Name. Below the job name is the Description box.

By default, this box will be populated with the user who created the job along with a date and time stamp. Optionally,

additional text can be added. Click Next to move on.

New Backup Job

Name
Type in a name and description for this backup job.
—

Guest Processing

Name Name:
|Eackup Jubl
Virtual Machines
Description:
Storage Created by ALLIANCES\shawn st 4/27/2018 8:36 AM.

Schedule

Surmmary

Mext > Cancel

Figure 40: New backup job wizard

3. Thenext step is to add virtual machines to the job. Start by clicking Add. The Add Objects window will open. There
are multiple options for adding virtual machines into the backup job. Virtual machines can be selected individually
or an entire container can be selected. Some of the options are entire hosts, clusters, datastores, folders and VM
tags. Since this job will be leveraging volume snapshots on the Pure Storage array, a recommendation is based on the
datastore. Click Add to add the virtual machines and then Next to move on.

Add Objects

Select objects:

X

BmaE|e

TR0 CREY CED 00 U 0

v Elg Marietta

Do_Mot_Use
FlashArray_D501
Host1_Local
Host2_Local
Host3_Local
Hostd_Local

A

H&- Type in an object name to s

Q

Add Cancel

Figure 41: Add virtual machines

© 2018 Veeam Software. All rights reserved. All trademarks are the property of their respective owners.

25



Veeam and Pure Storage Integrated Deployment Guide

4. Storage options will allow you to select a specific proxy to leverage for the backup, but by default the Backup proxy will be
selected automatically. Backup repository can be selected by clicking on the drop-down button for the location where the

newly created backup files will be stored. Retention policy will allow for specifying the desired number of restore points
toretain. There is also an option to Configure secondary destinations for this job, if this option is selected, a new menu

will be available for selecting the secondary destination. Secondary destinations can include a backup copy job, tape job or
asecondary Pure Storage array (for replicated snapshots). Click the Advanced button in the lower right-hand corner to see

where the integration settings for the job are located. Keep in mind that if you wish to perform backups from snapshots
located on the secondary array, the Configure secondary destinations for this job box needs to be checked and the
Backup repository should be located local to the secondary array. Click Next to continue.

Mew Backup Job X

Storage
|:¢_‘ Specify processing proxy server to be used for source data retrieval, backup repository to store the backup files preduced by this
= m job and customize advanced job settings if required.

MName
Automatic selection

Virtual Machines
Backup repository:

Storage Pure Storage Snapshot (Primary storage snapshot only) v
Guest Processing Retention policy
Restore points to keep on disk: " EH O
Schedule
Summary [ Configure secondary destinations for this job

Copy backups produced by this job to another backup repository, or to tape. Best practices
recemmend maintaining at least 2 backups of production data, with one of them being off-site,

Advanced job settings include backup mode, compression and deduplication, et
block size, notification settings, automated post-job activity and other settings.

< Previous MNext > Cancel

Figure 42: Storage Menu Options

5. Click on the Integration tab once the Advanced setting window is available. On the Integration tab, the Enable backup

from storage snapshots box should already be checked by default. If it is not checked, check it. Other options include being

able to limit the number of process VMs per storage snapshot and failover options for the job. There are many other tabs
available that change different aspects of the backup job. For this guide, the other tabs will not be covered. Please refer to
the Veeam user guide for details on other tabs. Click OK and click Next back at the Storage menu to proceed.

Advanced Settings X

Backup Maintenance Storage Motifications vSphere Integration  scripts
Primary storage integration

Enable backup from storage snapshots

Use storage snapshots (instead of VM snapshets) as the data source for this
job. Using storage snapshots reduces impact on the production environment
from VM snapshot commit.

[ Limit processed VM count per storage snapshot to 10 =

By default, the job will process all included YMs located on the same
datastore from a single storage snapshot,
[ Failover to standard backup

Perform standard backup from VM snapshet if backup from storage
snapshot fails.

Figure 43: Integrations tab
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6. If the secondary target option was checked, the next step includes the Secondary Target options. Click Add on the
right side of the window and a selection box will open. Here, you have the option to retain the storage snapshot
and apply a specified retention policy. Jobs will allow you to add a backup copy job or tape job. Pure Storage
Snapshot will allow you to set retention for the snapshot on the primary Pure Storage array. By default, once Veeam
completes the backup, it will remove the storage snapshot. This option needs to be selected if Pure Storage snapshot
retention is desired on the primary array. Click OK and then click Next to continue.

Secondary Target
Use the backups produced by this job to satisfy backup requirement by archiving backups to tape, or efficiently creating remote
= m backups and replicas over WAN,

Name Secondary destination jobs:
MName Type Free Add...
Virtual Machines
Pure Storage Snapshot *
Storage . "
Maintains additional backup copy by preserving array snapshots
Szmrdan e produced by this job on the primary storage.
Number of snapshot copies to retain: h4
Guest Processing
Cancel
Schedule
Summary
< Previous Mext = Finish Cancel

Figure 44: Secondary target selection

7. Guest Processing is the next step in the backup job wizard. This is a very important step if application consistency is
desired for both the snapshot and backup files. To enable this, check the Enable application-aware image processing
box. This option will require Guest OS credentials. Click Add next to the Guest OS credentials to add a new set
of credentials or choose credentials from the drop-down box. There is also an Applications button. The enable
application-aware processing button opens a new window where you can select a VM or object you are backing up
and Edit the way it is processed. Editing a VM or object will open the Processing settings window with multiple tabs.
These tabs include General, SQL, Oracle, File Exclusions and Scripts. If you would like more detail on these options,
please refer to the Veeam user guide. Under Guest Processing, there is also an option to Enable guest file system
indexing. Enabling this option will allow Veeam to create a searchable catalog of the guest files. It will also enable
features such as 1-click restores. To leverage the catalog, the optional Veeam Backup Enterprise Manager should
be installed. File system indexing will also require Guest OS credentials. There is also an Indexing button next to the
setting that allows for customization of the indexing Veeam will perform. The last setting in this section is the Guest
interaction proxy. By default, Veeam will select an appropriate proxy to perform this interaction, but you can explicitly
select the desired proxy or number of proxies. There is also a Test Now button near the bottom, which allows you to
test the settings prior to running the back-up job. Testing the settings prior to running the job can help prevent job
failures due to incorrect or insufficient credentials. When finished with these settings, click Next to proceed.
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New Backup Job *
Guest Processing
Choose guest OS processing options available for running VMs,

=

MName [] Enable application-aware processing

Detects and prepares applications for consistent backup, performs transaction logs processing, and
Virtual Machines configures the OS5 to perform required application restore steps upon first boot,

Storage Customize application handling options for individual itemns and applications

[] Enable guest file system indexing

SrEiATEEly Creates catalog of guest files to enable browsing, searching and 1-click restores of individual files.

Indexing is optional, and is not required to perform instant file level recoveries,
Schedule

Customize advanced guest file system indexing options for individual items
Summary

Manage accounts

Automatic selection

< Previous Mext > Cancel

Figure 45: Guest processing and indexing options

Next up is the Schedule, which is where you can specify when and how often the newly created backup job will run. There
are many options to accommodate your business needs. Automatic retry allows for setting the number of times toretry a
failed attempt to backup a VM and how long Veeam should wait in between retry attempts. Backup window is optional and
will allow for termination of a job if it runs outside of a specified window. Click Next when complete.

The final screen on the backup job wizard will display a Summary of all the job settings configured throughout the
wizard. If these settings are all acceptable, click Finish to exit the wizard.

Snapshot orchestration job configuration

1.

The snapshot orchestration job is the exact same Backup Job wizard leveraged above. This section will only identify
the differences when creating the backup job to perform snapshot orchestration. Please refer to the section above if
more information is needed on specific parts of the back-up job creation.

Leveraging the Backup Job wizard to perform snapshot orchestration on Pure Storage arrays can be done within
asingle job. To accomplish this, create a new backup job, add VMs or objects into the job and once you get to the
Storage options, it will differ slightly. Since the Pure Storage is already added into the Veeam storage infrastructure,
Veeam will automatically create a repository called Pure Storage Snapshot. To let Veeam know that thisis a
snapshot orchestration job, select the Pure Storage Snapshot (Primary storage snapshot only) option from the
Backup repository drop down. Set the desired Retention and click Next to continue.
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MNew Backup Job *

Storage
|¥‘ Specify processing proxy server to be used for source data retrieval, backup repository to store the backup files produced by this
= m job and customize advanced job settings if required.

Name

Automatic selection

Virtual Machines
Backup repasitory:

Storage Pure Storage Snapshot (Primary storage snapshot only) ~
Guest Processing Retention policy
Restore points to keep on disk: s O
Schedule
Summary [] Configure secondary destinations for this job

Copy backups preduced by this job to another backup repository, or to tape. Best practices
recommend maintaining at least 2 backups of production data, with one of them being off-site.

Advanced job settings include backup mode, compression and deduplication,

block size, notification settings, automated post-job activity and other settings. AEETEE

= Previous Mext > Cancel

Figure 46: Pure Storage Snapshot Repository

3. Guest Processing is identical to the standard backup job, minus the guest file indexing option. Veeam only offers
guest file indexing for backups. Enable application-aware image processing if an application consistent snapshot is
desired. If not, Veeam will simply orchestrate crash-consistent snapshots.

4. Scheduling options are identical to the standard backup job. Once the schedule is set, click Finish.

Restoring VM data from Pure Storage snapshots

VM data can be restored directly from Pure Storage snapshots if important data is accidently lost or corrupted. The
restore process is like a restore from image-level backups of VMs. Veeam Backup & Replication offers the following
restore options for Pure Storage snapshots:

e Instant VM Recovery®
* Restoring VM guest OS files (Windows, Linux and others)

» Restoring application items (Exchange, Active Directory, SQL, SharePoint and Oracle)

Q Tvoe in an object name to search for

MNAME T HOST STATE SIZE
E:I PureServer01 aeskild.alliances|ncal Annliration-consistent snapshot 22.4 GB
E:I PureServer02 aesxi Eb Instant VM recovery... sticn-consistent snapshot 441 GB
"' Restore guest files 3
|4. ' Restore application items  » Microsoft Active Directory objects...

Microsoft Exchange mailbox items..
Microsoft SharePoint content...
Microsoft SOL Server databases...

Oracle databases...

Figure 47: Veeam Explorer for Storage Snapshots

Note: Snapshots created by Pure protection groups are not visible to Veeam. Therefore, the Veeam Explorer for Storage
Snapshots will not be able to restore VM data from protection group snapshots.
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Prior to performing restoration, the following requirements must be met:

For Pure Storage systems working over iSCSI, make sure that the ESX(i) host selected for storage snapshot
mounting has the following:

» Access to the Pure Storage system over an iSCSI connection.

» Thehostis added to the list of servers having access to storage snapshots from which VM data is to be restored. An
initiator group must be created on the Pure Storage system. The initiator group must contain an IQN of the ESX(i)
host to which the storage snapshot will be mounted.

For Pure Storage systems working over Fiber Channel, make sure that the ESX(i) host selected for storage snapshot
mounting has the following:

» Access to the Pure Storage system over a Fiber Channel connection.

» Thehostis added to the list of servers having access to storage snapshots from which VM data is to be restored. An
initiator group must be created on the Pure Storage system. The initiator group must contain a WWN of the ESX(i)
host to which the storage snapshot will be mounted.

Configuring Veeam DatalLabs For Storage Snapshots

Veeam Datalabs is a great way to leverage snapshots for testing. Veeam Datalabs consist of three different components:
Application Group, Virtual Lab and SureBackup Job.

1. Tobegin, let's start with the Application Group. From the lower left pane, select Backup Infrastructure. Under
Backup Infrastructure, select SureBackup.

SUREBACKUP TOOLS VEEAM BACKUP AND REPLICATION

SUREBACKUP

oo
e ES
AddApp  Add  Connect
Group Virtual Lab Virtual Lab
Manage SureSackup

BACKUP INFRASTRUCTURE
([ ADD VIRTUAL LAB
H sackup Prosies =53] A virtual Lab requires a host on which to run virtual machines (VMs), and a datastore to store disk changes produced while running a VM from a backup
= Backup Reposiaries file. An isolated virtual lab network is automatically created based on the production network selected to be mirrored in the lab
- VMs in the isolated virtual lab netwark are accessible from the production network through a helper proxy appliance that is automatically configured and
::WANA ! p. deployed to the selected host as part of Virtual Lab creation.

ccelerators

L SRk TS ADD APPLICATION GROUP

a1 SureBackup ﬁE
2 Applcaton Groups An Application Group defines virtual machine (VM) dependencies by specifying the required boot arder of VMs supporting a given application or service.
- V_Pp . - An Application Group typically includes a domain controller, a DNS server, and a DHCP server (unless static IP addresses are used).
&, Virtual Labs Al VMs in the Application Group selected for a given SureBackup job are started in the specified order and remain running until the SureBackup job

4 (Z Managed Servers finishes.

I {8 VMware vSphere
[F= Microsoft Windows E, ADD SUREBACKUP JOB
To set up a SureBackup job, select the Application Group containing the core infrastructure services that the virtual machines (VM) to be run in the

Virtual Lab are dependent on, and specify which backup jobs you want ta use
While the SureBackup job runs in recovery verfication mode, all VMs from the selected backup jobs are started and verified one by one. When the
SureBackup job is initiated by a U-AIR request, only the required Vi from the specified backup job(s) is started (in addition to the VMs in the specified
Application Group).

'@i RUN SUREBACKUP JOB
To start a SureBackup job against the latest backup, go to the Jobs node in the Backup & Replication tree tab, select and start the job. To start
a SureBackup job against an earlier restore point, use the Start To command and Select the desired date and time.,
For each SureBackup job run, a new session is created listing all processed virtual machines (VMs). Clicking a running VM in the session details window
opens the VM console. Right-clicking a VM provides options to restart the VM or invoke an Application Item Recovery wizard (available for certain Vi
roles only)

Figure 48: Backup Infrastructure, SureBackup
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2. Fromhere, you can select Add App Group from the top menu or Add Application Group from the right window. This will
launch the New Application Group wizard. Begin by giving the group a Name, the Description box will be automatically
populated with the creator, date and time. Additional text can be added as needed. Click Next to continue.

New Application Group x
Name
& Type in a name and description for this application group.
MName Name:
Virtual Machines
Description:
Summary Created by ALLIANCES\shawn at 4/27/2018 &:54 AM.

Next > Cancel

Figure 49: New application group wizard

3. The next stepis to add VMs that you would like to bring online in the Veeam DataLabs. Click Add VM and select From
storage snapshots.

New Application Group X

Virtual Machines
Application group defines virtual machines running preduction applications which other virtual machines are dependent on.
Typically, any application group should contain at least domain controller, DNS server and DHCP server.

Name Application group VMs:
M Role Memary Source Add VM
Virtual Machines
From backups...
Summary From replicas...
From storage snapshots..

< Previous Next > Cancel

Figure 50: Adding VMs to an application group
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4. Anew window will pop up to allow you to select VMs available on storage snapshots. Keep in mind that you can make
multiple selections by holding Ctrl while making your selections. Click Add once your selections are made. Keep in
mind that VMs listed under the Application group VMs will power on one at a time in the order they appear on the
list. As this is a completely isolated environment, please make sure that any necessary dependencies are met. VMs
can be rearranged on the list by clicking the Move Up or Move Down button as needed. Once the list is complete,

click Next to get to the Summary, and then click Finish.

Select VM
Select virtual machine:
Job name Last restore point VM count  Restore points count
4 % FlashAmay Voll (Fl.. 4162018 95646 AM 2
EEIPureServerm less than a day ago (8... 7
E]PureServerDZ less than a day ago (8... 7
ql

Add

Cancel

Figure 51: Selecting application group VMs

5. Back at the Veeam console, click Add Virtual Lab at either the top menu or right window. This guide will cover a basic
configuration for the virtual lab. For more details on how the virtual lab works and advanced configurations, refer to
the Veeam user guide. At the New Virtual Lab wizard, fill in the Name for the virtual lab. The Description box will be

automatically populated with the creator, date and time. Additional text can be added as needed. Click Next to continue.

MNew Virtual Lab

MName

Applying Configuration

Name
& Type in a name and description for this virtual lab.

MName:

*

irtual Lab 1
Host
Description:
Datastore Created by ALLIANCES\shawn at 4/27/2018 &:56 AM.
Proxy
Metworking
Ready to Apply

Cancel

Figure 52: New virtual lab wizard
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6. Onthe Host menu, select a host to run the virtual lab on by click Choose. While the VMs will be running off
storage snapshots, they will require compute and memory resources from the host to run. Keep this in mind
when making a host selection. Click on the host where you'd like the virtual lab to run and click OK. The Folder
and Resource pool will be populated with the virtual lab name provided previously. You can change this by
clicking Configure. Once complete, click Next.

MNew Virtual Lab x

Host
& Specify host to run this virtual Iab on. The host can be both standalone, and a part of cluster.

Name Host:

aesxi03.alliances.local H Choose...
Host

Statistics
Datastare VMs: 7 total

7 .

By running
Networking Folder: Virtual Lab 1 Configure...

Resource pool:  Virtual Lab 1
Ready to Apply

Applying Configuration

< Previous Next > Cancel

Figure 53: Host selection

7. Next select a Datastore to store redo logs on by clicking the Choose button. After selecting, click OK and then click Next.

Mew Virtual Lab X

Datastore
Choose datastore to store redo logs on. Redo logs are temporary files where virtual disk changes are accumulated while virtual
El machines are running from read-only backup files.

Datastore:

Name
Flashimray_DSO01 | [ choose...
Host
Datastore info
Datastore Capacity: 1023.8 GB
Proxy Freespace: 935.8 GB
Metworking

Ready to Apply

Applying Configuration

< Previous Next = Cancel

Figure 54: Datastore selection

8. The proxy appliance is an important component of the virtual lab. It acts as a gateway that provides access from the
backup server to the VMs in the virtual lab. It is recommended to select the Use proxy appliance in this virtual lab
check box. Click Configure to edit the name of the Proxy appliance, if desired. Production network connection
is where you will select an appropriate production network in which the proxy appliance will be created. Click
Configure to select the Production network and configure the IP address and DNS server. The Production
network selected should be reachable by the backup server.
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9. Bydefault, VMs in the virtual lab work in this isolated environment and do not have access to the Internet. If you
want to let VMs in the virtual lab access the Internet, select the Allow proxy appliance to act as internet proxy
for virtual machines in this lab check box. In the Port field, specify a port for HTTP traffic. By default, port 8080 is
used. In the Production proxy field, you can optionally specify an IP address or a fully qualified domain name of an
Internet-facing proxy server that VMs must use to access the Internet. Click Next to proceed.

New Virtual Lab X

Proxy
& Configure proxy appliance to be used for this virtual lab. Proxy appliance is required to enable functionality such as automated
[mman| recovery verfication and universal application item restore (U-AIR).

MName The proxy appliance provides Veeam Backup server with access to virtuzl machines running in the
isolated virtual lab. Without proxy appliance, recovery verification and item restore operations can only
Host be performed manually, through the VM console.

Use proxy appliance in this virtual lab (recommended)

Basioe Proxy appliance WM settings
Proxy Name: Virtual Lab_1 Configure...
Networking Production network connection

Production network: VM Network
Ready to Apply

IP address: Obtain automatically
Applying Configurati
AT ST e £ DNS server: Obtain automatically

[ Allow proxy appliance to act as internet proxy for virtual machines in this lab

< Previous Next » Cancel

Figure 55: Proxy appliance configuration

10. The next selection will be Networking. While there are three options, for the purposes of this guide, the Advanced
single-host (manual configuration) will be covered. Please read the descriptions under each option and if one of
the other options is desired, you may refer to the Veeam user guide for more details. Select Advanced single-host
(manual configuration) and click Next to continue.

Mew Virtual Lab X

Netwaorking
Specify whether the virtual machines to be run in this virtual lab are connected to a single, or multiple production networks,

MName () Basic single-host (automatic configuration)
Automnatic configuration of virtual lab networking. lsolated network is created using parameters of
Host network that the Veeam Backup server is located in, which is assumed to be production network.,
Recommended option for configurations with a single production network.
Datastore

Proxy @ Advanced single-host (manual configuration)
Manual configuration of virtual lab networking, Recommended for advanced scenarios, when some
Metworking production virtual machines have dependencies on virtual machines located in different networks.
This option alsa enables access ta additional networking configuration settings.
Isolated Networks

(O Advanced multi-host (manual configuration)
Manual configuration of virtual lab networking that enables creation of virtual labs spanning
multiple hosts, enabling for virtual labs for replicas located on different hosts with non-shared
sterage. This optien leverages Distributed Virtual Switch (DVS) available in Enterprise Plus edition of
VMware vSphere.

Metwork Settings
Static Mapping
Ready to Apply

Applying Configuration

< Previous MNext > Cancel

Figure 56: Networking selection
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11. Inthelsolated Networks step, configure isolated networks that the VM from the application group will be
connected, Map these networks to production networks where the original VMs are located. The suggested
Network Mapping should be correct based on the previous selection in step 10. You may Edit if necessary. Several
production networks can be mapped to isolated networks by clicking Add. Click Next once verified.

Isolated Networks
& Specify isolated networks to be created in this virtual lab, and how they map on production networks,

MName Metwork mapping:

Praduction netwark Isolated network  VLAN ID Add...

Host WM Network Virtual Lab TWM .. 17

Datastare

Prowxy
MNetwaorking
Isolated Metworks
MNetwaork Settings
Static Mapping
Ready to Apply

Applying Configuration

< Previous Mext > Cancel

Figure 57: Isolated networks mapping

12. The next step of the wizard will have a virtual NIC already created. Select the vNIC by clicking on it, and then click
Edit. Verify the vNIC Connection Settings in the new window, ensuring that the IP address listed is the gateway IP
in the corresponding production network. Also, check the masquerade IP address to ensure that it does not match
any network within your production environment. DHCP is optional and can be enabled. When complete, click OK. If
more than one production network was mapped in the previous step, click Add to create a vNIC for that network as
well. If more than one vNIC is created, the check box Route network traffic between vNICs is available. Check the
box if desired and click Next to proceed.

New Virtual Lab >
Network Settings
Specify how isolated networks should be connected to proxy appliance VM.
Name Connect each isolated network to proxy appliance VM, as you would connect your physical netwerks to
a router. Network masquerading will allow access to virtual lab VMs from preduction envirenment.,
Host Proxy appliance connectivity:
Datastore vNIC Isolated network  Masquerade IP Appliance IP DHCP Add...
FElvNI... Virtual Lab 1 V... 172.31xx 172.18.116.1 Yes
Proxy
Remove
Metworking
Isolated Networks
Metwork Settings
Static Mapping
Ready to Apply
Applying Configuration
< Previous Next > Cancel

Figure 58: vNIC configuration
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13. Static Mapping is an optional step that allows you to specify static IP address mapping rules to make VMs in the
virtual lab accessible from any machine in the production network. Click Next.

New Virtual Lab X
Static Mapping
Define IP address mapping between production and iselated netwaorks for specific IP addresses. Coupled with the corresponding
El DMS updates, this will provide convenient access to specific virtual lab YMs for scenarios such as user directed recovery.
MName Static IP.address mapping m§ke; corresponding virt.ua\ lab VM; accessible from any computer in the
productien environment. This enables implementation of unique capabilities such as user directed
Host universal application item restore (U-AIR), developer access to previous copy of database, and other.
[] Define static IP address mapping
Datast
srastore Isolated IP Access P MNotes
Proxy
Metworking
Isolated Networks
Metwork Settings
Static Mapping
Ready to Apply
Applying Configuration
< Previous Mext > Cancel

Figure 59: Static IP mapping

14. The Ready to Apply step of the wizard shows a summary screen with all the virtual lab parameters configured
throughout the wizard. Once the settings have been verified and are satisfactory, click Next to begin the creation.

15. Veeam will begin deploying the virtual lab to the designated host. Once it is completed, click Finish to exit the wizard.

16. Now that the Application Group and Virtual Lab has been completed, the final component is the SureBackup Job.
Click Add SureBackup Job from the right window to launch the wizard.

17. The first step of the wizard allows you to specify a Name for the job, the Description box will be automatically
populated with the creator, date and time. Additional text can be added as needed. Click Next to continue.

New SureBackup Job X
Name
CE Typein a name and description for this SureBackup job.
Name Name:
SureBackup Job 1
Virtual Lab
Description:
Application Group Created by ALLIANCES\shawn at 44'27#'2’313 9:00 AM.
Linked Jobs
Settings
Schedule
Summary

Mext > Cancel

Figure 60: New SureBackup Job wizard
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18. The Virtual Lab step of the wizard allows you to select the virtual lab you wish to associate to the job. Select the
appropriate virtual lab from the dropdown list. Click Next.

MNew SureBackup Job *
Virtual Lab
CE Choose the virtual lab te run this job in,
Name Virtual lab:
Virtual Lab 1 v
Virtual Lab

Created by ALLIANCES\shawn at 4/27/2018 8:56 AM.
Application Group

Virtual lab info
sz lrs Host: aesxiD3.alliances.local Datastore:  FlashArray_DS01
Settings Total VMs: 8 total Capacity:  1023.8GB
Running VMs: 7 running Freespace:  935.8 GB
Schedule
Summary

< Previous Mext » Cancel

Figure 61: Virtual Lab selection

19. The Application Group step will have a drop-down list as well, allowing you to select an application group to
associate with the job. Since this job will be leveraged as Veeam DataLabs, make sure to check the box Keep the
application group running after the job completes. Click Next to continue.

Mew SureBackup Job s
Application Group
OE Choose the application group for this job and verify that all required backups are available.
Name Application group:
Application Group 1 ~
Virtual Lab

Created by ALLIANCES\shawn at 4/27/2018 8:54 AM.

Application Gr
GRS S Application group info:
Linked Jobs VM Role Source Source Status
PureServerd1 < Mot specified> Storage snapshot QK (less tha...
Settings
Schedule
Summary

[] Keep the application group running after the job completes

This option enables performing additional manual verification, or user-directed application item
recovery for virtual machines in this application group.

< Previous Mext > Cancel

Figure 62: Application group selection

20. The Linked Jobs step of the wizard is intended for recovery verification of backups, since we are leveraging this job
for Veeam Datalabs, we will skip this step. Click Next to proceed.
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21. Settings will allow you to configure SNMP traps and email notifications for the job. The backup file integrity check is
intended to enhance recovery verification for backups so we can skip this option. Click Next.

Mew SureBackup Job ps
Settings
CE Choose DR verification job settings,
Mame Job results

Job session results are saved in SureBackup job session history. In addition, you can configure e-mail
Virtual Lab and SNMP notifications.
[[] Send SMNMP trap

Replcaiopimun [ Send e-mail notifications to the following recipients:

Linked Jobs
Settings
Backup file integrity check
Schedule [] validate entire virtual disk contents (detects silent data corruption)
Summary

< Previous MNext > Cancel

Figure 63:Settings

22. At the Schedule settings, you can specify a schedule for the job. Alternatively, you can execute the job manually as
needed in the future. Specify a schedule if desired, Click Save when complete.

Mew SureBackup Job s

Schedule
OE Specify scheduling settings if you want this SureBackup job to run periodically in an autemated fashion.

Mame Run the job automatically
Virtual Lab ® Daily at this time: 10:00PM 3| Everyday v
Application Group () Monthly at this time: Fourth Saturday
Linked Jobs O After this job: veeamreadytest (Created by ALLIANCES\stefan at 4/10/2018 10:41 AN
Settings

‘Wait for backup jobs
IEhE ] I some linked backup jobs are still running, wait forup to: | 180 2| minutes

P g, P

Summary

< Previous Apply Cancel

Figure 64: Scheduling

23. The SureBackup Job will be created, and the final step will give you a confirmation. In this step, you can also check
the box Run the job when I click Finish if you wish to test Veeam DatalLabs. Click Finish to exit the wizard.

24. That completes Veeam Datalabs creation. You can execute the SureBackup job at any time by right-clicking on the
job name and selecting Start.

© 2018 Veeam Software. All rights reserved. All trademarks are the property of their respective owners.



Veeam and Pure Storage Integrated Deployment Guide

Summary

Now that Veeam and Pure Storage are both configured, the integrated capabilities will allow for a comprehensive data
protection solution. Leverage the power of storage snapshots along with Veeam backups to improve RPOs. And with the
recovery capabilities direct from a snapshot or backup, enhance recovery time objectives (RTOs). There are many more
capabilities are available and additional options, which are not covered in this guide. Please refer to the guides listed in
the Introduction to take full advantage of solution.
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